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Abstract
This MA thesis deals with the Hebrew hedging colloquial expression be-gadol, which

literally means “in-big”, and which can be roughly translated as basically. Analyzing
be-gadol raises several challenges: For one, be-gadol has a variety of uses, it is very
flexible and it is rarely infelicitous. Crucially, despite some similarities between be-
gadol and other hedgers, like the quantificational expression for the most part or the
approximator more or less, we show that the semantic contribution of be-gadol cannot
be reduced to any of these expressions. In addition, it seems that the felicity and
interpretation of be-gadol depends on the context, for example on the roles and goals
of the participants in the discourse. Finally, it seems that be-gadol is focus sensitive.
The intuitive direction we offer to account for these observations is that be-
gadol is a hedger over an answerhood scale: it seems to combine with an answer to a
question, that is to the “Question Under Discussion” (QUD) using Roberts’ (1996)
terminology, and indicates that this answer is not the best answer to this question,
along an answerhood scale, but it is not too far from this “best answer” either.
This intuition raises several more challenges - how does one measure the “goodness”
of an answer and how to best define an “answerhood scale”? Which terms do we need
to capture the “closeness” relation between the answer be-gadol combines with and
the “best” answer? How can we use this intuition to account for the different uses of
be-gadol? How can the concepts of “goodness” of answer and “closeness” relation
between answers help us account for the few cases in which be-gadol is not good?
And last but not least - what explains what seems to be the focus sensitivity of be-

gadol?

To capture the above intuition and answer these questions we develop a lexical entry

for be-gadol in two stages. First, we take be-gadol to be a scalar operator along an



informativity-based scale of answers to question, based on Roberts’ (1996) approach.
This intuitively means that p is not the best answer in terms of informativity (i.e. not
the most informative answer), but it is not far from being the most informative
answer. We note, though, that although an informativity-based scale is important to
the definition of be-gadol it could only capture some of the uses, but it wasn’t enough
for others. In particular, we show that to account for the hedging effects of be-gadol
we must find a relative concept (different from the absolute concept of informativity),
which will also allow us to capture the “closeness” relation between p and the best
answer. We thus add another scale to the lexical entry of be-gadol, based on the
notion of resolution, as introduced in Ginzburg (1995) and formulized in van Rooy
(2003), and manage to capture the rest of the uses we specified. Using the two scales
we take be-gadol to indicate that there are two answers to the QUD, p and ppes;, and
that ppest IS better than p along both scales- that of informativity and that of resolution.

However, p is still close to ppest along the resolution scale.

We use van Rooy’s framework to define several strategies in which one proposition
can be better than another, and apply these strategies to two ways in which ppest Can be

better than p, and to two constraints on Ppest.

We end by showing that the focus sensitivity of be-gadol is caused indirectly by its
sensitivity to the QUD, making be-gadol question sensitive rather than focus

sensitive.

Given our analysis, then, be-gadol is a scalar particle which lexicalizes QUD-
sensitivity and sensitivity to question-resolution and informativity. These notions have
been dealt with more theoretically so far, and as far as we know this is the first time a

particle is analyzed in this way.



Introduction

1.1 Preview

This MA thesis deals with the Hebrew hedging colloquial expression be-gadol, which
literally means “in-big”, and can be roughly translated as basically. Be-gadol has a
variety of uses, some of which can be paraphrased using other well-studied
expressions like for the most part, which has been analyzed as a quantificational
operator (Nakanishi and Romero (2004)), and more or less, which can be analyzed as
operating on precision standards or granularities (e.g. Saurland and Stateva (2007)).
However, be-gadol has other uses as well, that these expressions do not have. In
addition, be-gadol seems to be a focus sensitive expression, i.e. an expression whose
effect changes depending on the placement of focus in the sentence, like other well
known focus sensitive expressions such as only, even, and also. The goal of this thesis
is to try to give a unified lexical entry for this expression, which will capture all of its

uses, as well as the nature of its interaction with focus.

Since the semantics of be-gadol cannot be reduced to that of a quantificational
operator, or one that operates on precision standards or granularities, we will make the
claim that in all of its uses be-gadol operates on another level, that is, the discourse
level and in particular on answerhood scales. Intuitively, we can suggest that the
literal meaning of be-gadol (in-big) contributes to its effect, since the feeling is that
be-gadol gives us “most of the answer” or “an important part” of the answer. Our
suggestion is that when we hear a sentence with be-gadol, be-gadol p, as an answer to
a question, this indicates that p is not the best answer to the question, but it is

nonetheless not too far from that best answer on an answerhood-scale. Following



ideas in Roberts (1996, 2011), we will claim that this happens even when there is no

explicit question in the context.

The main challenge in our analysis will be to characterize the type of answerhood
scale that be-gadol operates on in a precise way. To do that we will use two concepts
which have been already discussed in the literature on questions, namely informativity
and resolution. With regards to what seems like the focus sensitivity of be-gadol we
will argue that be-gadol is question sensitive rather than focus sensitive. The apparent
focus sensitivity is indirect and is a result of the interaction between questions and

focus.

1.2 Structure of the thesis

The structure of this work will be as follows: The second chapter will describe the
main data, and show that be-gadol has some readings which can be found with other
hedging expressions like more or less and for the most part, but also some unique
readings which are not available for the other two. All in all, we will specify four
different uses found for be-gadol. The lexical entry we suggest will need to capture all
of them. It will also need to account for the felicitous and infelicitous occurrences of
be-gadol, and for the fact that these occurrences depend on the context, e.g. on the
roles and goals of the participants in the discourse. In addition to that, we will bring
up the notion of focus sensitivity, explain briefly what it means and how it is realized
in sentences with be-gadol. Finally, we will discuss the basic intuition that be-gadol
combines with a proposition and indicates that there is another proposition which is

better than the present proposition as an answer to the question under discussion.

In chapter three we will present the theoretical background needed for making the

intuition more precise, starting with a general more elaborated background on focus



(e.g. Rooth (1985, 1992)), and more specifically its interaction with the concept of the
“Question Under Discussion” (hereinafter QUD) (as in Roberts (1996)). On the
subject of questions, we will discuss the notions of informativity as can be seen in
Roberts (1996), and resolution as is introduced in Ginzburg (1995) and later
formalized in van Rooy (2003). These notions will be useful for the proposal, which is

presented in chapter four.

Chapter four is the main chapter of this thesis. In this chapter we will develop a
lexical entry for be-gadol in two stages. First, we take the basic intuition and
formalize it using an informativity-based scale of answers to question, based on
Roberts’ approach. This intuitively means that p is not the best answer in terms of
informativity (i.e. not the most informative answer), but it is not far from being the
best answer. We then examine shortcomings to this suggestion and modify the
definition by adding a scale which ranks answers according to their resolution and
usefulness, using the mechanism defined in van Rooy (2003). These two scales, of
informativity and resolution, are the two types of scales be-gadol operators on. We
use van Rooy’s framework to define several strategies in which one proposition can
be better than another, and apply these strategies to three ways in which ppeg IS better

than p, and to a constraint on Ppest.

In the final chapter, chapter five, we summarize the process we went through in a
more elaborated way, and point out issues that remain open. Such issues are, for
example, two additional readings of be-gadol, and the status of be-gadol with regards
to Beaver and Clark’s (2008) focus sensitivity theory. Other issues we discuss briefly
are the asserted vs. presupposed status of the components in the lexical entry of be-
gadol, the relation between be-gadol and other hedging expressions, and the

characterization of be-gadol as a PPI.



2 Data and intuition

Be-gadol has a variety of hedging effects, and as a result, a proposition with be-gadol
can have a few readings. This in turn accounts for the fact that a proposition with be-
gadol is very rarely infelicitous, although certain readings are restricted to certain

contexts.

Some of the uses of be-gadol can be paraphrased using other expressions. In this
chapter we will go into the different uses and explain the meaning of each, examine
other expressions that seem to have similar uses and cases of infelicity with this use if
such exist. We first go over the two uses that are shared with two other expressions,
and then explore the last two, which are available only for be-gadol. All in all we
have four uses of be-gadol which will be explored in this thesis, with both felicitous
occurrences and infelicitous ones. Note that in all these uses we take be-gadol to be a

sentential operator™.

2.1 The different uses of be-gadol

2.1.1 The “quantificational/significance” use
The first use we will explore is the “quantificational/significance” use. This use is

felicitous in cases like the following scenarios®:

1. Ri na’ s Mifi,wantetathrow her a birthday party. She wants to have

two activities in the party that Rina will enjoy out of the following set of

! We will address the question of different syntactic positions of be-gadol in chapter 5.
2 For space reasons we gloss the examples without a specific reference to tense, person or gender.



options: {dancing and singing, singing and jumping, dancing and

jumping}

To decide which activities to plan for the party, Miri decides to ask Sarah
what Rina did at the party they were both at last night. Sarah knows that
Rina was at the party for an hour. She danced for 35 minutes, sang for 15
minutes, spoke with the barman for 5 minutes, and went to the ladies for

another 5 minutes.
a. Miri: What did Rina do at the party last night?

In this context we have three possible answers with be-gadol, only one of them is

good:
Sarah(who i s awarlk): of Miri’'s goa

b. Be-gadol hi rakda
Be-gadol she danced
Be-gadol she danced

c. #Be-gadol hi dibra im ha-barmen®
Be-gadol she spoke with the-barmen
#Be-gadol she spoke with the-barmen

d. #Be-gadol hi rakda, Sara, ve-dibra im ha-barmen

® We are using the # in a general, pre-theoretic way, to mark the proposition as an inappropriate
answer, or one which is not naturally available. We are not committing ourselves to whether this
should be taken as infelicity or falsefood. The status of the proposition will depend on the status of the
different components in the lexical entry for be-gadol, i.e which are asserted and which are
presupposed, which we leave for further research (see chapter 5)



Be-gadol she danced sang and-spoke with the-barmen

#Be-gadol she danced, sang and spoke with the-barmen

(1.b) is a good answer to (1.a). (1.c) is infelicitous, intuitively since it seems that
despite the fact that p is not the best answer for Miri’s question, it is not “close
enough” to the best answer, and (1.d) is infelicitous since it seems like it is too full an
answer for Miri’s goals. Importantly, however, if uttered by another speaker with
different goals, e.g. a detective who is supposed to report Rina’s actions, (1.c) will be
just fine. Crucially, this shows that be-gadol is context dependent. In particular it
seems that be-gadol is sensitive to the roles and goals of the participants in the

discourse.

Notice that this use of be-gadol can be paraphrased using for the most part, which has
been characterized as a “majority” quantifier over events (Nakanishi and Romero

(2004)) as in (2):

2. For the most part, she danced.

Importantly, we can also get a felicitous sentence with be-gadol if Rina’s dancing
didn’t take the most time, but it was the most important/significant thing that

happened. Consider for example the following scenario:

3. Again, Miri wants to organize a birthday party for Rina, with two
activities out of the following set of activities: {dancing and singing,

dancing and jumping, singing and dancing}

She knows that Rina was with Sarah at a party yesterday, and asks Sarah
what Rina did at that party, in order to learn about her preferences. Sarah

remembers that Rina was at the party for 60 minutes. She danced for 20



minutes, sang for 20 minutes, spoke with the barman for 10 minutes and
sat down for 10 minutes. However, her dancing was by far the most
significant event: Rina usually sings and speaks with the barman in such
parties, as everybody does, but this was the first time she danced, and she

did that in a very lively manner and seemed to be very happy.

a. Miri: What did Rina do at the party?

Again, we have two possible answers with be-gadol to Miri’s question, only one of

which is good:

Sarah (whoisawareofRi na’ s goal s)

b. Be-gadol hi rakda

Be-gadol she danced

Be-gadol she danced

c. #Be-gadol hi dibra im ha-barmen

Be-gadol she spoke with the-barmen

#Be-gadol she spoke with the barmen

(3.b) is a good answer to (3.a). (3.c) is infelicitous since the action denoted by the

verb phrase in p is too insignificant.

Importantly however, unlike be-gadol, for the most part is unavailable for this context

even with the most significant event, so we cannot in fact say for the context in (3):

4. What did Rina do in the party?

a. #For the most part, she danced



To conclude, we have two main insights regarding this use.

The first one has to do with felicity. It seems that be-gadol p is felicitous when the
event denoted by the VP in p took the longest time out of all the events in the context,
or was the most significant out of all the events in the context, and otherwise
infelicitous. It is infelicitous when the event is too short or insignificant. We add to
this that be-gadol p is also infelicitous when p seems intuitively “too full” an answer.
As we will show below, in such cases we might be able to accommodate a different
interpretation, but the “quantificational /significance” use of be-gadol is odd or

unavailable.

The second insight deals with the correlate of be-gadol in this use, for the most part.
The examples above show that the semantics of be-gadol cannot be reduced to such a
quantificational operator, since although the quantificational use of be-gadol can be

paraphrased with for the most part, the significance use cannot.

2.1.2 The “approximative” use

The second use we explore is the “approximative” use, as can be seen in the example

below:
5. The prime minister I's coming for
Rina’s roommate Mir. i s ftshe ean bmimgs t
her into Rina’s room, and what she

fit for the prime minister:

a. Miri: Can | bring her into your room? Is it tidy?

Rina:

a S |

and

nee



b. Be-gadol ha- xeder mesudar

Be-gadol the-room tidy

Be-gadol the room is tidy

(5.b) is felicitous in cases where the room isn’t completely tidy but close to being

tidy, in one of two ways:

The first - the whole room is tidy, but not perfectly tidy, e.g. the covers on the bed are
crumpled, or the windows are a little dusty, or Rina hasn’t done the floor in two

weeks (but it’s not visibly dirty).

The second - the room isn’t completely tidy not in terms of how well it is tidied, but
in terms of spatial percentage - for example, there is a small percentage of Rina’s

room which is not tidy, but the rest of it is completely tidy.

In both scenarios this use can be paraphrased with more or less, an operator which,
like other approximators, has been analyzed as lowering precision standards, or
pointing to coarser granularities (Sauerland and Stateva (2007), Zaroukian (2011),

Sassoon & Zevakhina (2012), Greenberg and Ronen (2012)).

Perhaps obviously, readings typical of this use don’t arise when be-gadol is attached

to a non-gradable expression like “pass the test”, so consider the following:

6. Rina wants to get accepted to the department. She has to pass a test in
order to get accepted. The passing grade is strictly 60, and passing the test
is only a matter of how much you get.

meet, Miri inquires about what happened with Rina.



a. Miri: how are the results? Did Rina pass the test?
Sarah:
b. #Be-gadol hi avra et ha- mivxan
Be-gadol she passed the-test
#Be-gadol she passed the test
c. #She more or less passed
As we can see, more or less is also infelicitous in this scenario.

As we will show below (section (2.1.4)), though, be-gadol can be felicitous in a
sentence like (6.a) with another use, this will become an important difference between

be-gadol and more or less.

2.1.3 The “general” use

The next use we will look into is the “general” use. For example:

7. Miri is a manpower person interviewing Rina. She has a list of potential

job offers.
a. Miri: What do you specialize in?
Rina:
b. Be-gadol ani ovedet al mekorot energya xalufiim
Be-gadol I work on sources energy alternatives
Be-gadol | deal with alternative energy sources

This answer is felicitous in a few cases:



1. Dealing with alternative energy sources is not Rina’s only profession, but what

Rina does most of the time (“quantificational” scenario),

2. Dealing with alternative energy sources is not exactly what Rina does, Rina

does something close to that (“approximative” scenario)

3. Dealing with alternative energy sources is Rina’s only occupation, and it is
exactly what Rina does, but in giving this answer Rina is indicating that this
answer is not the full answer to the question, and giving the full answer will
require more time than we have (under normal circumstances). For example,
Rina actually does something more specific (e.g. She deals with making fuel
out of the kernels of red corn), but this is too long to explain right now.

(“general” scenario)

Importantly, notice that while for the most part and more or less are felicitous in the
first and second scenarios respectively, they cannot be used in the third “general”

scenario.

To try and specify when this sort of reading is unavailable for be-gadol we will use

examples like the following, for the scenario in (7):

8. Whatdoyoudo?What ' s your profession?

a. #Be-gadol ani ovedet al lefateax delek mi-tiras mi-zan
Be-gadol |  work on developing fuel from-corn from-kind
meyuxad she-gadel ba-xelek ha-cfoni shel Israel al yedei poalim
zarim
special that-grown in-part northern of Israel by workers

foreign



#Be-gadol 1 work on making fuel out of a special kind of corn
grown in the northern part of Israel by foreign workers.
It seems, then, that in the “general” use, a proposition which is too detailed cannot be

attached to be-gadol, since it renders the proposition odd or infelicitous.

2.1.4 The “change your question” use

The last use we explore is the “change your question” use. This use is demonstrated in

the next example:

9. Rina wants to get accepted to the department. She has to pass a test in
order to get accepted. Although Rina passedt he t est , it
get accepted to the department since there were too many candidates this
year. When Miri meets Sarah, a mutual friend, she inquires about what
happened with Rina. Miri wants to know if, when meeting Rina, she should

congratulate her, or not.

a. Miri: what are the results? How was the test?

Sarah:

b. Be-gadol hi avra et ha-mivxan (aval hayu yoter miday

muamadim

c. Be-gadol she passed the-test (but were too many

candidates

azlo barurimhi titkabel)

so not clear if she will-be-accepted

S not



Be-gadol, she passed the test (but there were too many candidates so

it’s not clear she’ || be accepted)

We call this use the ”change your question” use, since it seems that there are in fact
two questions in this context. What Miri wants to know is whether Rina got accepted
to the department, not just whether she passed the test. However, this question
remains implicit, and the only explicit question is What are the results? How was the
test? It seems, then, that the prejacent answers the explicit question, but the use of be-

gadol indicates the existence of the implicit one.

Notice that for this use, again, more or less and for the most part are infelicitous in

such a scenario:

10. What are the results? How was the test?

a. #For the most part she passed the test (but there were too many

candidates so it’'s not cl ear she’ | |

b. #She more or less passed the test (but there were too many

candidates so it’s not clear she’ ||

Consider the following example as well:

11. Rina has two friends who have been a couple for a few years now. She

meets Miri, who asks her about them

a. What'’' s going on with Dani and Sarah

b. Be-gadol hem ohavim exad et ha-sheni (aval hem lo mitxatnim

mi-



Be-gadol they love  one  the-other (but they not get-

married) for-
sibot  kalkaliyot)
reasons financial)

Be-gadol they love each other, but they are not getting married for

financial reasons

Importantly, (11.b) can be felicitous even if Dani and Sarah love each other in the
most typical way, and love each other all the time. Here too there is an explicit
question and an implicit one- Rina really wants to ask Are Dani and Sarah getting
married anytime soon? But what she is explicitly asking is just Do they love each

other? Again, this is why we call this use the “change your question” use.
Notice again that neither more or less nor for the most part are felicitous in this case:
12What ' s going on wi t HoveRahoither7and Sar ah? LC

a. #For the most part, they love each other (but they are not getting

married in the meantime for financial reasons)

b. #They more or less love each other (but they are not getting

married in the meantime for financial reasons)

When trying to isolate the cases where this reading becomes unavailable for be-gadol,

we can use examples like the following case:
For the same scenario as in (9) and (10)

13. What are the results?



a. #Be-gadol hi shilma dmey rishum (aval hayu yoter midai

muamadim az

Be-gadol she paid fees registration (but were many too

candidates so

lo batuax she-hi titkabel)

not clear that-she will-be-accepted

#Be-gadol, she paid registration fees (but there were too many

candidates so lilt "bse maoctc ecplt eeadr)

It seems that this reading is only available when the stage described in p is an
important enough stage for the goal specified. An “important” stage is intuitively
defined in the following way: When a person passes this stage, their specific goal is
likely to be achieved. For this scenario, we can say that passing the test is an
important stage in the process of getting accepted to the department since usually,
when someone passes the test, she will probably get accepted to the department. In
contrast, paying the registration fees is not an “important” stage, since passing this
stage, though mandatory, doesn’t yet imply that the goal of being accepted to the

department is likely to be achieved.

So far we dealt with four uses of be-gadol, looking at felicitous occurrences and
infelicitous ones. We will now move on to a different type of data regarding be-gadol,

dealing with focus sensitivity.

s he



2.2 Focus sensitivity

As we mentioned in the introduction section, it seems that be-gadol is focus sensitive.
We will demonstrate this using two sentences, which differ only in their focus

placement.

14.
a. Be-gadol, Rinarakda im [Dani];
Be-gadol, Rina danced with [Dani];
Be-gadol, Rina danced with [Dani];
b. Be-gadol, Rina [rakda]; im Dani
Be-gadol, Rina [danced]; with Dani
Be-gadol, Rina [danced]; with Dani

Sentence (14.a) can be true when Rina danced with a few people, but the person she
danced with for the most time, or the most significant person she danced with was

Dani.
Sentence (14.b) can be true in one of two options:

1. Either Rina did a few actions with Dani, but the action she did for the longest
time, or the most significant action she did with him was dancing

(“quantificational” use),

2. Rina danced with Dani, but her dancing wasn’t exactly perfect dancing, it only

resembled dancing (“approximative” use).



It is also useful to note that each focus pattern is an answer to a different question:

15.

a. Be-gadol Rina danced with [Dani]; - Who did Rina dance with?

b. Be-gadol Rina [danced]s with Dani- What did Rina do with Dani?

The effect of focus can be also seen in the following examples:

16.

a. Be-gadol, ha- banot banu [rafsodot]s

Be-gadol, the-girls built [rafts];

Be-gadol, the girls built [rafts];

b. Be-gadol [ha-banot]; banu rafsodot

Be-gadol, [the—girls]; built  rafts

Be-gadol, [the girls]; built rafts

Sentence (16.a) can be true in three situations:

1. The girls built something that wasn’t rafts but resembled rafts (“approximative”

use).

2. The girls built something more complicated than rafts but | don’t have time to

explain (“general” use).

3. Out of the things that the girls built, rafts were the majority (“quantificational”

use over the set of things that the girls built).



Sentence (16.b) is true if most of the people who built the rafts were the girls, e.g.

80% were the girls, and 20% were the boys (“quantificational” use over the set of

girls).

From these examples we can see that be-gadol seems to be focus sensitive, and hence

we get a change in interpretation as a function of the placement of focus.

2.3 Summary and Intuition

So far we made several main observations: The first is that be-gadol has a variety of
effects, which cannot be simply reduced to those found with a quantificational particle
(like for the most part) or an approximative one (like more or less). We also saw that
be-gadol is context dependent, and is sensitive to the goals and roles of the
participants. This will become important for our lexical entry later on. The last central
thing we discussed was what seems to be the focus sensitive behavior found with be-

gadol.

To define the lexical entry for be-gadol we have to consider the following question: if
we cannot reduce be-gadol to its quantificational uses, or to its approximative uses,
i.e. we cannot define it simply as a quantifier or a precision standard operator, how

can we define it?

Recall that one of our intuitions above was that be-gadol p is only felicitous when p is
not the best answer, but is “close” to being the best answer, i.e. it cannot be “too far”
from the best answer, but it cannot be the best answer either. To this we add that the
literal meaning of be-gadol is “in-big” and this might be useful to remember since
intuitively we can say that be-gadol felicitously attaches to the answer that is not the

best, but includes “most”, or an “important part” of the best answer.



Taking all this into account we suggest the following: Be-gadol is a hedger that
operates in the discourse level, and more specifically, on a scale of answers to a
question. When using be-gadol we signal that the prejacent is not the best answer to
the question under discussion along this answerhood scale, in other words, that there
is an answer which is located at the top of this scale, which we can call ppest but that
the answer we give (the proposition attached to be-gadol) is, in some sense, “not far”

from this best answer.

Assuming that this intuition is along the right lines, the main questions are - How can
we define answerhood scales? In what way can one answer be better than the other?
How can we define the “best answer” to a question, and how can we define

“closeness” between answers?

As we will show below, we believe that be-gadol ranks answers along two
dimensions or scales- informativity and resolution (usefulness). Be-gadol p signals
that p is neither the most informative answer nor the most resolving (useful) answer,
given the participants’ goal in the context, but it is still close to the best answer to the

QUD on the resolution scale.

In the next chapter, we will review some theories which dealt with questions and
focus in order to make the intuition clearer and more precise. We will then examine
how to integrate these theories into our theory and use them to capture the meanings

of be-gadol.



3 Theoretical Background

So far we saw that be-gadol can combine with various expressions and has at least
four uses: the “approximative” use, the “general” use, the “change your question” use
and the “quantificational/significance” use. We also saw the context sensitivity and
what seemed like the focus sensitivity of be-gadol. As we said in the introduction, our
main goal is to find a way to define the lexical entry of be-gadol in a way that can
capture all its uses and account for its behavior- felicitous and infelicitous occurrences
and focus sensitivity.

As we said above, the basic intuition regarding the semantics of be-gadol says that be-
gadol helps to rank answers along two dimensions or scales - informativity and
resolution. More specifically, using be-gadol indicates that its prejacent is lower than
the best answer to the QUD on both scales, but it is still close to the best answer to the
QUD along the resolution scale.

To try and capture the intuition about the semantics of be-gadol in a more precise
way, in a way which will account for the data, we will make use of central theories
regarding two main issues - focus and questions. First we will look at a central theory

of focus, then move on to some central theories for questions.



3.1 Focus

3.1.1 Association with focus

Focus in English is usually realized by prosody, i.e. by high pitch accent, and it gives
rise to various semantic and pragmatic effects®. In this thesis we use only focus

markings.

In this section we will concentrate on “association with focus” and in section (3.3)
below we will discuss the relationship between questions and focus.

As is well documented in the literature on focus (Rooth (1985, 1992), Krifka (1990,
1998)) some expressions associate with focus in such a way that different focus
patterns (realized by different accent placements) result in different assertions and
presuppositions. The central expressions which have been discussed in this context

are only, also and even. Consider the following cases:

a. Rina only danced with [Dani]s

b. Rina only [danced]; with Dani

For this example, each sentence is true in some situations, and false in others.
(1.a) 1s true when Rina danced with Dani, and didn’t dance with anyone else.

However, if she also drank beer with Dani, (1.a) will be true, but (1.b) will be false.

* Notice that focus and accenting are not the same: We can have accent on Dani with focus on the
whole VP, and we can have focus on Dani with no accent, for example when when Dani is given (see
Buring (2008) and Wagner (2012) for further details).



In the case of only different focus patterns yield different assertions (resulting in
different truth conditions). This is not the case for also and even, where different
focus patterns yield a difference in presuppositions, resulting in a difference in
felicity, not in truth conditions.
For example, consider the following:
2.

a. Rina also danced with [Dani];

b. Rina also [danced]; with Dani
(2.b) presupposes that there was at least one other individual that Rina danced with,
whereas (2.a) presupposes that there was at least one other activity that Rina engaged
in with Dani. Thus, for example, if Rina danced with no one else, but also sang with

Dani, (2.b) is felicitous but (2.a) is not.

Similarly, for even:
3.
a. Rina even danced with [Dani]¢

b. Rina even [danced]; with Dani

(3.a) presupposes that Rina danced with another individual and that Dani was the least
likely individual to dance with. In contrast, (3.b) presupposes that there was another
activity that Rina engaged in with Dani and that dancing was the least likely activity

for Rina to engage in with Dani.

3.1.2 A theory of focus interpretation: Alternative Semantics

A central theory that has been proposed to account for these data, and other focus

related phenomena is Alternative Semantics (AS) (Rooth 1985, 1992). The main



intuition behind this theory is that focus triggers a set of alternatives. More
technically, according to Rooth, every proposition p has two semantic values: The
ordinary semantic value, and the focus semantic value. The ordinary semantic value
of p, ||pllo is the regular, standard interpretation of p, while the focus semantic value
lIplls, is a set of propositions, of which p is a member, and which also includes
alternative propositions which are identical to p except for the focused element which
is replaced by expressions of the same type.
For example, consider the following sentence with two focus patterns:
4,
a. Rina danced with [Dani];

b. Rina [danced]; with Dani

For (4.a), the ordinary semantic value is the standard interpretation of the sentence
Rina danced with Dani, and the focus semantic value can be thought of as the set of
propositions {Rina danced with Dani, Rina danced with Yossi, Rina danced with
S h a u |In conjrast, while the ordinary semantic value for (4.b) is the same, the
focus semantic value is the set {Rina danced with Dani, Rina sang with Dani, Rina

spoke with Dani, ..}

Rooth now uses these concepts to account for the effects of focus sensitive
expressions we described above. In general, focus sensitive expressions are taken to
be sentential operators which denote certain relations between the ordinary semantic
value and the focus semantic value of their prejacents (i.e. the sentence minus the

focus sensitive expression).



For example, a sentence of the form only p intuitively presupposes the ordinary
semantic value of p, and asserts that no other alternative from the set of alternatives
forming the focus semantic value is true. More formally, the lexical entry of only is

given below (the presupposed part is underlined):

5. Only’ /p./w. |Ipllo_(W) =T & x& [llallo . lIplle 2 llalle 7 llplls
Alallo(w)=T]

To illustrate this, example (1) above is repeated here:
6.
a. Rina only danced with [Dani];

b. Rina only [danced]; with Dani

For both sentences, the presupposition is the same, namely ||Rina danced with
Dani||o, But the assertions are different: (6.a) asserts that there is no other proposition
which is a member of ||Rina danced with Dani||s, i.e. of {Rina danced with Dani, Rina
danced with Yossi, JRvhicha diffeen foom JRinavdanced
with Danil|, and is true. Indirectly this means that there is no other individual that
Rina danced with.

In contrast, (6.b) asserts that there is no other proposition that is a member of the

focus semantic value of ||Rina danced with Danil]s, i.e. {Rina danced with Dani, Rina

Shaul

sang with Dani, Rjwhiehisdiffe@ri feom Rind dancedwith i , ...}

®Notice that recently other entries for only were proposed, where only is a scalar operator, roughly
rejecting all alternatives stronger than p on a scale (e.g. Beaver and Clark (2008))



Danil||, and is true. Indirectly this means that there is no other activity that Rina
engaged in with Dani.

Another example is also. A sentence of the form also p intuitively asserts the ordinary
semantic value of p, and presupposes that there is at least one more alternative from
the set of alternatives forming the focus semantic value that is true. More formally,

the lexical entry of also is given below (the presupposed part is underlined):

7. also: /p./w. & [llallo__lIplle_2llallo/ Llplle Allalle wW)=T] Alpllo (W)=T

To illustrate, example (2) above is repeated here:
8.
a. Rina also danced with [Dani];

b. Rina also [danced]; with Dani

For both sentences, the assertion is the same, namely ||Rina danced with Dani||, but

the presuppositions are different: (8.a) presupposes that there is at least one more

proposition which is a member of ||Rina danced with Danil|ls, i.e. of {Rina danced

with Dani, Rina danced with Yo s s i Ri na d a nwhiehdis dififérenth S h a ul
from ||Rina danced with Dani||, and is true. Indirectly this means that there at least

one more individual that Rina danced with.

In contrast, (8.b) presupposes that there is at least one more proposition which is a

member of the focus semantic value of ||Rina danced with Danil|s, i.e. {Rina danced

with Dani, Rina sang wi t hwhithasrdifferent Ramn a s p o k e
||Rina danced with Dani||, and is true. Indirectly this means that there is at least one

more activity that Rina engaged in with Dani.



The last expression we will see is even. This expression differs from the other two in
two ways- it is scalar, and it has two presuppositions. A sentence of the form even p
intuitively asserts the ordinary semantic value of p, presupposes that there is at least
one more alternative from the set of alternatives forming the focus semantic value that
is true, and that p is the least likely proposition. More formally, the lexical entry of

even is given below (the presupposed part is underlined):
9. even: /p./w. & [llallo__lIpllo_2llallo_£ llplle ANlallo W)=T] Alpllo <iice
llalle 2llplle(w)=T

To illustrate, example (3) above, is repeated here:
10.
a. Rina even danced with [Dani];

b. Rina even [danced]; with Dani

For both sentences, the assertion is the same, namely ||Rina danced with Danil||,, but
the presuppositions are different: (10.a) presupposes that there is at least one more
proposition which is a member of ||[Rina danced with Danil|s, i.e. of {Rina danced
with Dani, Rina danced wi t hwhi¥hossdgferent
from ||Rina danced with Dani||, and is true and that ||Rina danced with Dani||, is the
least likely proposition to be true. Indirectly this means that there is at least one more
individual that Rina danced with, and that Dani is the least likely individual for Rina
to dance with.

In contrast, (10.b) presupposes that there at least one more proposition that is a

member of the focus semantic value of ||Rina danced with Danills, i.e. {Rina danced

Ri

with Dani, Ri na sang wi t hwhiddasmifferent flomn a

na

d .

S pok:



[|Rina danced with Dani|, and is true, and that ||Rina danced with Dani||, is the least
likely proposition to be true. Indirectly this means that there is at least one more
activity that Rina engaged in with Dani, and that dancing was the least likely activity

for Rina to engage in with Dani.

Alternative Semantics can also account for other effects of focus besides those of
focus sensitive expressions, such as question-answer congruence. We will deal with
these in section (3.2) below. We will now turn to more general theoretical background

about questions.

3.2 Roberts’ (1996) theory of discourse and questions

The main claim in Roberts (1996) is that information structure is really “a structure on
information” — “a structure on the inquiry pursued in discourse and the information
which that inquiry yields” (first page). Roberts uses Stalanker's model (1972, 1974,
1978), and his notions of common ground and context set, and his take on “possible

worlds”.

The “common ground” is taken by Stalnaker to be the set of propositions participants
take for granted at a given point in discourse. In this framework propositions are
regarded as sets of possible worlds, and the context set is a set of worlds, namely the
intersection of the set of propositions in the common ground. In this way, we have in
the context set all the possible worlds which are compatible with what is taken for
granted in the common ground. The context set is constantly being updated by new
assertions given by the participants and participants constantly intersect the existing

content of the common ground with the new information expressed in new



propositions. Consequently, the set of possible worlds in the context set shrinks with
every proposition that is learned (and is added to the common ground). The ultimate
goal of the participants is to reach a singleton set, to have the participants know

exactly which world we are in- which is the actual world.

Stalnaker views the language as a “game”, and Roberts uses Stalnaker (1972, 1974,
1978) and Carlson (1983) to suggest that this “game” can be seen as organized in
relation to questions, and is moved by them. For Roberts, once a question was
explicitly or implicitly raised in a discourse, it becomes a member of the set of
questions under discussion (QUD). Participants always try to answer the immediate

question under discussion.

Roberts notes that there are roughly two types of questions- general ones, called super
questions and more specific ones, called subquestions, which elaborate on the super
questions. Following Groenendijk and Stokhof (1984), Roberts defines an entailment
relation between questions, such that superquestions (ql) entail subquestions (q2) in

the following way:

11. A question q; entails another question g iff answering (i.e., giving an
answer to) q; yields a complete answer to g,. [cf. Groenendijk and

Stokhof 1984:16]°

To illustrate: The question Who ate what? entails the question Who ate cucumbers?
since answering the former (Who ate what? - Dani ate bananas, Shaul ate salmon,
Yossi ate cucumbers) will provide a complete answer to the latter (Who ate

cucumbers? Yossi ate cucumbers)

® See the discussion below for a definition of complete answers



Similarly, g; When will my parents be home? entails g, When will my father be home?
since the answer to g; (When will my parents be home? my mother will be home at
18:15, my father will be home at 17:00), provides a complete answer to g, (When will

my father be home? my father will be home at 17:00)

Another central notion for this theory is the notion of relevance. According to
Roberts, a relevant proposition is one that addresses the immediate question under
discussion. In particular, a relevant answer is one which entails either a partial or a

complete answer to the immediate question under discussion.
What are “complete” and “partial” answers according to Roberts?

Roberts relies on the notion of questions as denoting sets of answers (Hamblin
(1973)"). She defines partial and complete answers as in (12), where Q-alt stands for

the set of alternatives (answers) a question g denotes.
12.

a. A partial answer to a question g is a proposition which
contextually entails the evaluation - either true or false - of at least

one element of Q-alt (q)

b. A complete answer is a proposition which contextually entails an

evaluation for each element of Q-alt (q)®

Note that Roberts’s notion of complete answers corresponds to Groenendijk and

Stokhof’s notion of exhaustive answers. An exhaustive answer® is one which is true,

" There exist various ways of defining the relation between the question and the members in the set of
possible answers. In this framework they are taken to be the set of possible answers.

® Example 3 Page 8

® There are at least three ways to define an exhaustive answer — weak, intermediate and strong, as
clarified in the next quote from Cremers and Chemla (in press), (example 5 page 3)



and there is no other answer which entails it and is true. For example - for the
question Who ate cake? An exhaustive answer would include the people who had

cake (see also section (2.3) in Ginzburg (1995)).*°

Finally, notice that since the conversation is moved forward by answering questions,
and propositions are taken to be answers to questions (i.e. to the Question Under
Discussion) even when there is no explicit question in the context. In such cases we
assume that the QUD is implicit. We will come back to this point in the next section,

dealing with questions and focus.

3.3 Questions and focus

Even as early as Jackendoff (1972) it has been noted the focal prosody of the answer
constrains the questions which it can answer. In Roberts' framework the constraint is
found in a condition on the relationship between the alternatives associated with each
member in the pair consisting of the Q-alternatives of the Question and the focal

alternatives of the answer. In particular, Roberts defines the relation in the following

way:

“For the question: who called? There can be three types of exhaustive answers:

a. Strongly exhaustive (SE):

For each student who called, John knows that she called, and he knows that no other student
called.

b. Intermediate exhaustive (IE):
For each student who called, John knows that she called, and John does not have false beliefs

about students who didn’t call.
c. Weakly exhaustive (WE):
For each student who called, John knows that she called.”

We follow Groenendijk &Stokhof (1984) and use it here in the strong sense. Notice also that many
theories deal with the exhaustivity of questions in embedded positions, but we will not address this
issue here.

1% Notice that some “incomplete” answers are felicitous, as in “mention-some” questions-answers. For
example, when asking Where can | get an Italian paper? one does not want a list of all the places she
can get such a paper. Rather, one answer is enough. In this case an exhaustive answer would supply too
much information. We do not deal with such questions in this thesis.



13. For a question to be congruent with an answer, the set of focal alternatives
for the answer should be a superset of the Q-alternative set for the

question.

The phenomena under discussion here is question answer congruence with “free
focus” (i.e. focus without any focus sensitive operator). This is most evident with
explicit questions. To illustrate, consider the following example from Rooth (1985)™.
14.

a. What does Carl like?

b. Carl likes [herring]s

c. #[Carl] likes herring
(14.a) is congruent with (14.b), but not with (14.c), although the sentences are

identical in (14.b) and (14.c). This is because the set of alternative answers denoted by

the questione.g.{ Ca r | l i kes appl es, Car lisalubséte s

of the set of focal alternatives in (14.b), but not in (14.c).

However, this phenomenon can be also observed in cases without an explicit question.
In particular, remember that according to Roberts discourse is always moved forward
by a series of questions and answers, so every proposition in the discourse is an
answer to a question, though many times the question is implicit. Given this idea, and
the question-answer congruence constraint, the focal structure of sentences helps
determining what the question under discussion is. Consider the following example

from Buring (2012)*?:

1 Example 1, page 2
12 Example 11 page 7.

pi

Z 7



15. A and B find the door to the classroom locked

a. A: [Jones]; has keys to this room

Given the focal structure of (15.a), it is clear that both A and B have the same

question in mind Who has the keys to the classroom?

Notice that Alternative Semantics (AS) can deal with the phenomena of question -
answer congruence in its own way. In this framework (according to Buring (2012)) it
happens in the following way:
The focus semantic value of a declarative sentence will be a set of propositions. A
question denotation, too, is modeled as a set of propositions, roughly the set of all
possible answers (true or false). Given this, Buring (2012) formulizes the following
rule for question-answer congruence:
16. A declarative sentence S matches the QUD only if every proposition in the
set of alternatives of the question is an element of the AS of S. formally:

QUDA [[S]13.

3.4 Resolution

3.4.1 Ginzburg (1995)

In the section above we reviewed claims about the connection between focus and

implicit and explicit questions, and in particular the QUD. This will become important

3 This is also helpful in thinking about Rooth’s (1992) idea that the presence of focus in a sentence p
indicates the presence of a contextually supplied set of alternatives (a subset of the focus semantic
value of p) in the context of p. Implicit questions can function as this set in the same way of explicit
ones.



when we discuss the status of the prejacent of be-gadol as an answer to the QUD and

the focus vs. question sensitivity of be-gadol in section (4) below.

Another family of theories which will be central for clarifying the question sensitivity
of be-gadol are those dealing with question resolution, and in particular, that of

Ginzburg (1995), and that of van Rooy (2003).

For many years the key concepts in defining questions and their answers had to do
with informativity, completeness and exhaustivity. In essence, as mentioned above, an
exhaustive answer is one which is true, and that there is no other answer to the same
question that entails it that is also true. Since we deal with a sentential operator we
will take “exhaust” too to be sentential, as in (17) below, in the spirit of Crnic (2013),

and (Chierchia, Fox and Spector (2012)).

In the following formula C is a contextually supplied subset of the focus semantic

value of p, i.e. CP||p||r.*
17. exh: /C. /p./w. (C,p,w)=T iff p(w)=T and "q/ C[ pEq.- qw)=F]

Thus, a proposition is an exhaustive answer if it is true in the world every proposition
which is different from it and entails it is false. For example, for the question who had
cake? The answer John and Mary is exhaustive if any proposition which is different

from John and Mary and entails it, e.g. John, Mary and Sue is false.

This kind of an exhaustive answer corresponds to Roberts’ (1996) notion of complete
answer. For example, for the question Who came to the party? an exhaustive answer
would eventually indicate for each individual whether they did or didn’t come to the

party. E.g. If the answer is John and Mary came to the party, and it is the exhaustive

¥ In this and in the following formulas p and q are propositions denoted by their ordinary semantic
values



answer, a stronger (i.e. an entailing) answer like John and Mary and Sue came to the
party is guaranteed to be false. Hence, we indirectly know for each individual whether

they did or didn’t come to the party.

In light of these theories, Ginzburg’s main idea is that exhaustivity/informativity are
not the key factors in defining the meaning of questions and answers. Instead he
proposes to use the notion of “resolvedness” to define question-answer relation. In
particular, Ginzburg claims that exhaustivity is neither a necessary quality nor a
sufficient one for a resolving answer. For him, the notion of resolution should be
relativized to elements in the context, unlike exhaustivity, which is an absolute notion.

We will look at some examples which demonstrate these principles.

Consider for example (18), a slight variant of Ginzburg’s (1995)"°:

18. A scientist and an EC politician are visiting an institute located in a
distant country isolated from current academic activity. Both people
are taken to visita local research institute where the scientist gives
a number of lectures. After the last lecture each asks (a). It is clear
that neither of them will be satisfied with (b) to which they would be

entitled to react with (c):
a. Q: Who will be attending these talks?

b. The director: (Provides list of names)

1> page 468 example 14.



c. | asked the director who will be attending the talks. She didn't
really tell me. All she did was recite a list of names, none of

which meant much to me.

d. The director was asked who will be attending the talks and

she told us.

(b) is an exhaustive answer to the question in (a). It mentions all the people who will
be attending these talks. However, it doesn’t satisfy the scientist or the EC politician.
Both can utter (c) in response. Unlike them, a local researcher who is familiar with the
names would have been satisfied with this answer, uttering (d). This shows that

exhaustivity is not sufficient for being a resolving answer.

The EC politician and the scientist askers would have wanted the following

responses:*®
19.
a. When the querier is the high ranking EC politician.
The director: A number of linguists and psychologists.

b. When the querier is the researcher in the field covered by the

institute.

The director: A number of cognitive phoneticians and Willshaw-

net experts.

16 page 469 example 15.



Both answers here are not exhaustive: They can be true even if there are other people
who will also be attending the talks but do not have the properties mentioned in the
answers. Nonetheless, for these askers, the respective answers are resolving. This

shows that exhaustivity is also not necessary for resolution.

Given such examples, Ginzburg concludes that in order to be resolving, answers have
to address the goals and the information state of the inquirer as well. For example, in
(19.a), but not in (19.b), a resolving answer would give the scientist (who is not
familiar with the participants in the talk) tools to achieve his goals, e.g. to prepare her
lecture wisely.
To illustrate more clearly that resolvedness is relative, we will consider two more
examples from Ginzburg (1995). One which shows that resolution can be relative to a
situation (20, 21)*’, and one in which it is relativized to the information state of the

participants (22)*.

20. Context: Jill about to step off plane in Helsinki.
a. Flight attendant: Do you know where you are?
b. Jill: Helsinki.

c. Flight attendant: Ah ok. Jill knows where she is.

" Examples 9 and 10 on page 465
8Example 12 on page 467



21.Cont ext : (Based on a scene fhrram Ji m
quoted without permission of MGM.) Jill is about to step out of taxi in

Helsinki.

a. Driver: Do you know where you are?

b. Jill: Helsinki.

c. Driver: Oh dear. Jill doesn't (really) know where she is. (page 505)

22. Querier asks the question at 11:10. Q: How do | get from London to

Oxford?

a. A: Take the 11:24 from Paddington.

b. (Querier, Jane, is knowledgable about London trains) Jane: |
asked a stranger how | should get from London to Oxford, and

without batting an eyelid he told me.

c. (Querier, lleana, is a foreigner) lleana: | asked a stranger how |
should get from London to Oxford, and he provided me only with

an instruction | couldn't make use of.

This example too shows that a resolving answer can be defined relative to the
information state of the speakers. For a knowleged querier, the answer is resolving,

but for a non- knowledged one it is not.

We have seen, then, that according to Ginzburg, a resolving answer should be
relativized to the goals, the context and the information state of the hearer. We will
now look at a theory, that of van Rooy (2003), which attempts to formalize this

approach in a way which allows measurement and comparison of pieces of



information (e.g. answers to questions) by their “usefulness”, or more technically,
their utility. This will allow us below to capture the type of answerhood scale that be-

gadol operates on.

3.4.2 Van Rooy (2003)

Van Rooy suggests that the ultimate goal of the agent is to choose the best action out
of a set of possible actions in a situation. In order to be able to choose the best action
the agent uses pieces of information. Some pieces of information are more helpful

than others for choosing the right action.

To formulize this idea van Rooy uses the framework of decision problems to define
measures for comparing different pieces of information in terms of how helpful they
are in achieving the agent’s goal, i.e. to choose the best action. We will start in section
(3.4.2.1) by presenting the basics of his theory of decision problems (following ideas
in Parikh (1992, 2001)), and then turn to the way van Rooy uses these basic notions to

compare the utility value of different pieces of information.

3.4.2.1 Basics

Whenever an agent wants to decide about a course of action she is faced with a set of
a actions A= {aj;, a, as, ..., and her decision problem is: Which one of the

following actions should she choose?

In order to know which action to choose, the agent must find a measure for deciding

between different options. Van Rooy calls this measure the utility of the action.

The utility of an action is formulized by a utility function- a function from actions and

worlds to real numbers. Each action which is a member of the set A has a utility in a



world w, namely, U(a,w). For example, if Rina is having a party for children over the
age of five in a world where children under the age of five like balloons, and children
over the age of five like clowns, the utility of getting a clown for the party will be
higher in this world than the utility of ordering balloons. The utility function reflects
the desires and wishes of the agent: the utility of getting a clown is higher only if the
agent wants the children to be happy. But if, for some reason, the agent wants them to
be unhappy- then the utility of ordering balloons will be higher than the utility of

getting a clown.

However, the agent doesn’t know which world we are in. Had she known what the
actual world was, it would have been clear which action she should choose. The
uncertainty about the identity of the world is realized by the function P, which stands
for the probability function. This function captures the risk of not knowing which
world we are in (and thus the risk of choosing the “wrong” action). Importantly, the

probability of all the worlds has to add up to 1.

Van Rooy now uses these measures to model a decision problem as a tuple <P,U,A>

where P stands for probability, U for utility and A for a set of actions.
The expected utility (EU) of an action is thus defined in (23):
23.EU(@) = +PW)xU (aw)®*®

l.e. the operation of generalized summing over the utility of this action in a world,
times the probability of this world being the real world. Given a finite set of worlds,
we can illustrate this operation in the following table which helps calculate what the

best action is (the action that maximizes the expected utility).

19 Section (3.1) page 7



24,

Expected Expected Expected
World | Probability Utility of Utility of Utility of
actionl action2 action3
Wy 0.2 10 7 0
W, 0.3 1 3 3
W3 0.5 5.5 5 4
EU 5.05 4.8 2.9

The general recommendation for choosing the best action is to choose the action with
the maximal EU. In intuitive terms — to choose the action which is most likely to be

most helpful. In the example above, then, the agent should choose action 1.

Van Rooy calls the value of the decision problem UV(Choose now). This is the utility
of the action with the highest expected utility value. For this example, the value is

5.05.
25. UV(Choose now) = maxavaEU(a)

Now van Rooy uses the measurement of expected utility of different actions to
measure and compare the utility of different pieces of information. As we will see
below this is a crucial move for our point of view, since to give a lexical entry for be-
gadol we will need a way for measuring and comparing two different answers to

questions based on their usefulness.

0 Section (3.1) page 8



In particular, van Rooy suggests that to decide between different actions the agent can
ask a question to receive more information. After receiving an answer (symbolized as
C) she can update the probability function over worlds and consequently recalculate
the risk involved in choosing the best action. Accordingly, she can again determine
which action is the action with the maximal EU. This value is called UV(learn C,

choose later) - the value of the action with the highest EU given C.
26. UV(Learn C, choose later)=maxa«sEU(a, C) %

In other words - the EU of the action with the maximal EU given C, is just like before,
i.e. generalized summing over the utility of this action in a world times the probability
of this world being the real world, only now the agent knows something more about
the world - she knows C, which can change the probability distribution (which, as we

said above, adds up to 1). Consider for example the following two scenarios:
Rina wants to know if she should take an umbrella if she goes for a walk outside.

217.

Expected Utility of actionl

Expected Utility of action2

World Probability
(Take an umbrella) (Don’t take an umbrella)
w; — it is raining 0.5 5 2
W, — it is not raining 0.5 2 5
Sum 3.5 3.5

28. First scenario

2L EU(a, C) — this definition is based on the definition for EU(a, C=(,,Pc(W)xU(a,w). In this definition
Pc(w) is the conditional probability of the world w given C. For example, the probability of having rain
given that it is cloudy equals the probability of having rain and having a cloudy weather divided by the
probability of having a cloudy weather. This formula is found in section (3.1) page 9.



a. Rina asks her friend Miri what she sees outside. Miri says (C):

C:

Pt

S sunny’

Rina is now left with the following distribution:

29.
Expected Utility of
Expected Utility of
action2
World Probability actionl
(Don’t take an
(Take an umbrella)
umbrella)
w; — it is raining 0.3 5 2
Wy — it is not raining 0.7 2 5
Sum 2.9 4.1
a. Rina asks her friend Miri what she sees outside. Miri says (C):
C: *"it is cloudy*®
30.
Expected Utility of Expected Utility of
World Probability actionl (Take an action2
umbrella) (Don't take an umbrella)
w; — it is raining 0.7 5 2
Wy — it is not raining 0.3 2 5
Sum 4.1 2.9




The agent can use this new information to recalculate what is now the action with the
highest EU. Clearly, then, after learning “it is cloudy”, the action with maximal
expected utility is “take an umbrella”, whereas after learning “it is sunny” the action

with maximal expected utility is “don’t take an umbrella”.

Van Rooy uses this new measurement of actions to measure the utility value of pieces
of information. The utility value of a piece of information C (called UV(C)) is
intuitively the value of the difference that learning C makes in the ability to choose
the best action. More precisely, it is the difference between the expected utility of the
action which has maximal expected utility in case you are allowed to choose after you
learn that C is true, and before you learn that C is true. Formally: UV (Learn C,

choose | ater) ,asdeinddiN(@hoose now)

3.UV(C)=UV(LearnC, choose |l ater)-UV(Choo
=maxaaE U ( a, GAEU(@ha x
=[MaxaaZuP ( W/ C) x U ( aasaInR()><U[ami

As we said above, the utility value of a proposition C is the difference between the
expected utility of the action which has maximal expected utility in case you are
allowed to choose after you learn that C is true, and before you learn that C is true.
This can be seen in the formula, where for UV(Learn C, choose later) we calculate the
value with the maximal EU given C, and for UV(Choose now) we calculate it without

C.

22 Section (3.1) page 9.



Intuitively, then, UV(C) refers to the extent of change that leaning C will cause to the

EU of the action with the maximal EU.

3.4.2.2 Comparing the usefulness of pieces of information: four
strategies
Based on this framework, VVan Rooy defines three ways or strategies for a proposition

C to be better than a proposition D. We will now review these three ways and add
another way with independent motivation below. Some of these strategies will
become important in chapter four, since, as mentioned above, the end result for our
defining the semantics of be-gadol is to be able to measure and compare different

propositions (i.e. different answers to questions).
(a) Comparison in terms of the number of actions the agent is left with.

We can compare pieces of information with regards to the number of actions they
leave the agent with, where intuitively — ending up with less actions to choose
between is better. Given this direction a piece of information C is better than a piece
of information D if C leaves us with less actions to choose than D, i.e. if C eliminates

more actions in A than D does.

To define that, van Rooy defines a set of propositions A*, corresponding to the set of
actions A. A proposition a* in A* denotes the set of worlds where the action a is the
best action (i.e. where there is no action b which a higher EU than it). We can thus
paraphrase each proposition in A* (e.g. a*, b* etc.) as “a is the best action”,”b is the

best action”, etc., or alternatively as "l should choose a" "I should choose b", etc. Van
Rooy calls the set of propositions which are compatible with C Ca, i.e. Ca» = {a* N

A*:a*NC#A}.



Van Rooy now uses this value to compare two pieces of information C and D as in

(32):
32. C is better than D if [Ca«| < [Da+|

More specifically, if Ca« £ Da«then the cardinality of the set of propositions of the

form { “ | s h osuel da "c,h olo s h o uhbt the ageht as deft with bftér ...

learning C is smaller than the cardinality of the set of the propositions the agent is left

with after learning D.

A special case of this is a case where C is “resolving”, and D is not.

To remind us what it means to be resolving-

A proposition is considered resolving if after learning it the agent is left with only one
action in the set of actions A, namely the action which dominates all other actions and
has the maximal EU. More formally, if the cardinality of the set of the actions that are

compatible with C equals 1, as in (33):

33. Cisresolving iff |Cax| =1

Thus if C leaves the agent with one action (it is resolving) and D leaves us with more

than one action (it is not resolving) then C is better to learn than D.

One piece of information is better than another if it’s consistent with less actions.

(b) Comparison in terms of Utility Value

Another way in which a proposition C is considered better than a proposition D is
when UV(C)>UV(D). In this case, unlike the first strategy, the difference is not in

terms of the number of actions the agent is left with, since C and D leave us with the



same number of actions. In particular, both leave us with one action, i.e. both are

“resolving”.

In words, given the definition in (32) above, UV(C)>UV(D) means that C made more
difference for the expected utility of the action with the maximal EU, than did D. l.e.
the action the agent will choose is more likely to be useful to her after learning C than
after learning D. To quote van Rooy “Our quantitative measurement of utility gives
rise to a comparative scale. We can say that one assertion, C, is “better” than another,
D, just in case the utility value of the proposition expressed by the former assertion is

higher than the utility value of the latter, UV(C) > UV(D)” (pg. 10).

(c) Comparison in terms of expected utility of actions

To the previous strategies of comparing the usefulness of different pieces of
information we add another one. Remember that according to van Rooy UV(C) >
UV(D) concerns cases where the agent starts off with an action which has a maximal
EU, i.e. a best action, and she compares the amount of “change” that C and D made
for choosing the best action- how much each strengthened the EU of the action with

the maximal EU. This way we can also tell how helpful a piece of information is.

However, notice that van Rooy himself also discusses cases where the agent is faced
with a situation in which she starts off without a specific action with a maximal
expected utility. It seems that in such cases too we can compare the helpfulness of C

versus D. Consider the following two scenarios:

Rina wants to go for a walk outside. She wants to know whether to take an umbrella.
At the beginning of the conversation she doesn't know what the weather is like, and

hence there is no action with maximal EU:



34.

Expected Utility of

Expected Utility of

action2
World Probability actionl
(Don't take an
(Take an umbrella)
umbrella)
w; — it is raining 0.5 5 2
Wy — it is not raining 0.5 2 5
Sum 35 3.5

35. First scenario

a. Rina asks her friend Miri what she sees outside. Miri says (C):

D: “it

i's cloudy”

Rina is now left with the following distribution:

36.
Expected Utility of Expected Utility of
World Probability actionl (Take an action2
umbrella) (Don't take an umbrella)
wy — it is raining 0.7 5 2
w, — it is not

o 0.3 2 5
raining

Sum 4.1 2.9




37.

a. Rina asks her friend Miri what she sees outside. Miri says (C):

C: “the street i's wet and peopl e ¢

umbrell a s “

Expected Utility of
Expected Utility of
action2
World Probability actionl
(Don't take an
(Take an umbrella)

umbrella)
wy — it is raining 0.9 5 2
W, — it is not raining 0.1 2 5
Sum 4.7 2.3

In this scenario, the values the agents get for the action with maximal EU (namely,
“take an umbrella”) are in fact van Rooy’s definitions for maxavaEU(a, C) and for

maxavaEU(a, D).

In both cases the expected utility of taking an umbrella is higher than the expected
utility of not taking an umbrella, i.e., both C and D are resolving (since one action
domainates the set of actions). Nonetheless, C made the EU of taking an umbella
higher than D did, intuitively since the world in which it is useful (where it is raining)

is more probable. Clearly, then, learning C is more helpful than learning D.

This example gives us independent motivation for saying that we can compare the
helpfulness of learning C and D, even if the agent didn’t start off with an action that

dominates all other actions in the decision problem.



This way adds another strategy for a proposition C to be considered better than a
proposition D, namely when both C and D are resolving to the decision problem, but
the agent started off without an action with the maximal utility value. In this case, C is
better than D if maxavaEU(a, C) > maxavaEU(a, D) (this is what van Rooy calls

(Learn C, choose later) and (Learn D choose later).

Intuitively, in this strategy we have two pieces of information C and D. Each leaves
the decision problem with one action which dominates all other actions in it. Notice
that each piece of information can leave the agent with a different action. Importantly,
for C to be better than D in this way, the value of the action with the maximal EU (i.e.
the one which is more likely to be more helpful) given C has to be higher than the

value of the action with the maximal EU given D.

(d) Comparison in terms of overinformativeness

The fourth and last way for an information C to be considered better than an
information D is when the Ca» = Dax (both leave us with the same set of actions), but
D is more informative than C, i.e. D asymmetrically entails C (or D E C).

In other words, D has more information which doesn’t help the agent to choose the
best action in any way, (and is thus not more relevant). Moreover, since D is more
informative than C, it costs more effort to process. Hence, it is considered

overinformative and less good than C.

To this we add that in principle, even when both D and C are resolving (i.e. both leave

us with one action whose EU dominates all actions), and D entails C, C can still be



better than D, as we saw in way (b) and (c) above. To make sure D is indeed only
overinformative, that is — it is more informative, but isn’t more helpful than C in any
way, we need to make sure D is not more helpful than C with regards to way (b) or
with regards to way (c) - i.e. in case the agent started off with an action with a
maximal EU, then the UV(D) is not higher than that of C. In case the agent did not
have an action that dominated all other actions from the start- then the maxa~aEU(a,

D) is not higher than max,»»EU(a, C).

This concludes our discussion of van Rooy’s framework, and the four ways we have

to measure and compare different pieces of information.

3.5 Summary

To summarize, in this chapter we saw two families of theories.

One family of theories included Roberts (1996) and Rooth (1985, 1992). This family
showed evidence of a strong connection between focus and questions. Roberts, who
portrayed conversation as being moved forward by question-answer pairs, defines the
concept of a question under discussion (QUD). Importantly, according to Roberts, a
proposition can be seen as an answer to a question, even when there is no explicit
question preceding it. In such a case we can accommaodate the relevant QUD. In order
to do that we can use the focus pattern of the sentence, which will help us identify the
relevant alternatives that were triggered by it. These alternatives are related to the set
of alternatives that are denoted by the question. The other member of this family of
theories is Rooth, who also discusses the relation between focus and its alternatives,

and focus sensitive expressions (like only and even).



We also saw that Roberts used exhaustivity and partiality to define the relation

between questions and answers (i.e. complete or incomplete answers).

The second family of theories included Ginzburg (1995) and van Rooy (2003). When
looking at their theories we saw that Ginzburg introduces the concept of “resolution”
and the idea of relativizing answers to different contexts. According to Ginzburg, a
better answer is a more “resolving” one. Van Rooy takes this intuition and uses
decision theory to develop a framework which allows us to compare between different
pieces of information in several ways, in terms of their helpfulness (more technically,
with regards to a decision problem). This helps us when we want to define what it
means for one proposition to be a better answer to a question than another
proposition. We will use these notions and tools to help us define capture the uses of

be-gadol in a unified lexical entry.



4 Proposal

In the previous chapter we reviewed two families of theories regarding questions,
focus, and the connection between them. Each of the theories gave us formal concepts
and tools which will allow us to define the operation denoted by be-gadol in a more
precise way. In chapter two we have seen data regarding be-gadol which can be
divided into three types - the different uses of be-gadol, cases of felicity (and

infelicity), and focus sensitivity.

In this chapter we will try to apply the tools from chapter three to the data from

chapter two, and develop a lexical entry for be-gadol.

Let us first start by remembering the basic intuition concerning the meaning of be-
gadol, namely that be-gadol combines with a proposition p and indicates that it is not
the best answer to the question under discussion, but close to that best answer. In
other words, that there is another proposition, puest, that like p, is an answer to the
Question Under Discussion, and which is the best answer to the QUD, and that p is

lower than ppest ON a scale of answerhood, but still close to it.

To capture this intuition, we will develop the lexical entry for be-gadol in two stages.
In the first section we will try to give an account which defines the scale of
answerhood using the notion of informativity only (using ideas from Roberts (1996),
based on Groenendijk and Stokhof (1984)). This will work for some uses of be-gadol
but not for others. After isolating the problematic cases, we will move on to section
two, where we add another component in the characterization of the scale, namely

resolution and utility (as found in Ginzburg (1995) and van Rooy (2003)). We then



illustrate how the lexical entry works with felicitous and infelicitous cases of be-gadol

for its different uses and end by summarizing.

4.1 First version - an informativity based account

Using informativity, we can paraphrase the intuition above with respect to be-gadol in
the following way: be-gadol hedges along an informativity scale. That is, be-gadol p
indicates that p is not the complete/most informative answer to the Question Under
Discussion (the QUD), and that there is a better answer, i.e. the complete one, that the

speaker does not supply.

More formally, under this proposal be-gadol p indicates that there is an answer to the
QUD, ppest Which asymmetrically entails p, and there is no proposition q which is
more informative than ppest. One way to think about this is to require that ppest be the
complete answer to the QUD (using Roberts’ (1996) terminology), or the exhaustive

answer (using Groenendijk and Stokhof's (1984) terminology).
Given this, our first version for the lexical entry for be-gadol is as in (1):
Lexical entry for be-gadol - version 1

1. be-gadol : /p. /W. $pest P / QUD DPpest / QUD Fp(w) = T DPpest(W) =

T Zexh(QUD) (pbest)(W) Zpbest )7p @X[p )7 pBest]

In words: be-gadol combines with a proposition p and a world w, and says there is a

proposition

% p is a proposition , type <s,t>



Prest SUCh that both p and pyes; are true answers to the QUD, that ppest IS the exhaustive

answer to the QUD, i.e. that there is no other proposition (which is a member of the

QUD), which entails ppest and is true, and that ppest asymmetrically entails p.

To illustrate, let’s see how such a suggestion works for the quantificational use of be-

gadol. Consider the following case:

2 Rina's friend Miri. want s

t

(0]

t hrow her

two activities in the party that Rina will enjoy out of the following set of

options: {dancing and singing, singing and jumping, dancing and

jumping}

To decide which activities to plan for the party, Miri decides to ask Sarah

what Rina did at the party they were both at last night. Sarah knows that

Rina was at the party for an hour. She danced for 35 minutes, sang for 15

minutes, spoke with the barman for 5 minutes, and went to the ladies for

another 5 minutes.
a. Miri: What did Rina do at the party last night?
Sarah (who is aware of
b. Be-gadol hi rakda

Be-gadol she danced

Be-gadol she danced

s goal s)

According to the intuition above, be-gadol combines with a proposition p and

indicates there is an answer to the QUD, ppest Which is the complete answer to the

QUD (i.e. there is no proposition g which is more informative than ppest) and Ppest



asymmetrically entails p. In our case p=Rina danced and ppest= Rina danced, sang,

spoke with the barman and went to the ladies.

This example is consistent with the requirements we stated above, that there be a

fuller answer than p which is exhaustive, and we don’t supply it.

However, when we look more thoroughly into this suggestion, we find that we run

into at least two problems.

First, it seems that this suggestion wrongly predicts the felicity of the
question-answer pair below for which p=Rina spoke with the barman and ppest= Rina

danced, sang, spoke with the barman and went to the ladies:

a. What did Rina do in the party?

b. #Be-gadol, hi dibra  im ha-barmen

Be-gadol she spoke  with the-barman

#Be-gadol, she spoke with the barman

In this example, there is a proposition ppest Which asymmetrically entails p, and there
is no proposition g which is more informative than it (i.e. again the exhaustive
answer). Despite this, we cannot in fact felicitously use be-gadol in (3.b) in the

scenario above.

More generally, this lexical entry does not capture the intuition that when we use be-
gadol we indicate that p is, in some sense, “close” to the best answer. I.e., the fact that
a proposition is a partial answer to the QUD is not sufficient to make it a felicitous

prejacent to be-gadol. In our example, this seems to stem from the fact that the



“major” and “minor” actions Rina engaged in at the party, are not easily comparable
just by using an informativity-based scale. We could suggest that p entails all other
alternatives except ppes;, SO she danced would entail all other alternatives but she
danced and sang. However, this is not enough, since she danced does not entail she

sang.

One could attempt to fix the problem by comparing the runtime of the events denoted
by the different propositions, e.g. to require that the event denoted by p needs to take
“most” of the time. This way (3.b) above could be said to be infelicitous because p
denotes too short an event relative to ppest. However, this could not work due to the
“significance” use of be-gadol, repeated here in (4). Although this use is less
prominent and some informants accept it more reluctantly, all of them are able to
distinguish between the (relatively) fine (4.a) (Be-gadol she danced) and the
completely infelicitous (4.b) (Be-gadol she sang).Crucially, in this use, unlike the
“quantificational” use, the event denoted by the prejacent of be-gadol does not even

take most of the time of the party:

4. “Significance” Scenari o:

Miri wants to organize a birthday party for Rina, with two activities e.g.
dancing and singing, dancing and jumping, singing and dancing. She knows
that Rina was with Sarah at a party yesterday, and asks Sarah what Rina did

at that party, in order to learn about her preferences.

Sarah remembers that Rina was at the party for 60 minutes. Rina
danced for 20 minutes, sang for 20 minutes, spoke with the barman for 10
minutes and sat down for 10 minutes. However, her dancing was by far the

most significant event: Everybody usually sing and speak with the barman in



such parties, but this was the first time Rina danced, and she did that in a very

lively manner and seemed to be very happy.

a. Miri: What did Rina do in the party yesterday?
b. Be-gadol hi rakda

Be-gadol she danced

Be-gadol she danced
c. #Be-gadol, hi Sara

Be-gadol, she sang

#Be-gadol, she sang

In this example one cannot even suggest that we compare the length of the run time of
the events denoted by p and ppest, since Rina’s dancing was not the longest event, and

was as long as the singing event. Despite this, we find clear difference in the felicity

of be-gadol in (4.b) and (4.c).

In addition to this problem, we find another problem with this account. Consider the

following scenario:

5. Rina was at the party for an hour. She danced for 30 minutes, sang for 20
minutes, spoke with the barman for 15 minutes and went to the ladies for 5

minutes.

Relative to this scenario, consider the following two sentences with be-gadol:



a. Be-gadol, hi rakda

Be-gadol, she danced

Be-gadol, she danced

b. Be-gadol, hi rakda, Sarave-dibra  im ha-barmen

Be-gadol she danced, sang and-spoke with the-barman

Be-gadol, she danced, sang and spoke with the barman

The crucial point here is that the felicity of these two sentences depends on the
context in which they are uttered, and in particular the roles and goals of the

participants in the conversation.

For example, in the scenario above, where Miri wants to organize a birthday party for
Rina, with two activities, then Sarah, who is aware of Miri’s goals and wants to help
her, can naturally utter (5.a), but not (5.b). In contrast, if Sarah is a detective who is
supposed to follow Rina and give a report about her actions to her commander, she
will more naturally utter (5.b) and not (5.a). This indicates that what counts as the
“complete” answer, i.e. Ppest, IS NOt the same for both scenarios. Intuitively this is
because something like going to the ladies is not considered important or relevant

enough in the first scenario, but it is in the second scenario.

An exhaustivity based account will not be able to capture and predict the difference
caused by the identity of the speakers and their goals, since exhaustivity is an absolute
concept. In particular, given the definition in (1), prest iN BOTH cases is she danced,
sang, spoke with the barman and went to the ladies. It seems that we need a relative

concept to account for data such as these.



To summarize, it seems that there are two main failings in an exhaustivity based

account:

First, an exhaustivity based account is problematic since it does not allow us to
properly measure the difference between two propositions, or to tell how “close” a
proposition is to the best answer. We cannot properly know the ordering of different
propositions since there are no degrees to being not exhaustive. So, two propositions
that are not exhaustive, and conveys a different amount of information (one supplies
more information than the other), are still unexhaustive to the same degree. In
addition to that, as we said above, we have no way to capture what counts as an

answer which is “close” to the best answer.

Secondly- exhaustivity is an absolute notion. It seems that for the lexical definition of
be-gadol we need a relative component that will be sensitive enough to the context to
adjust the requirements on prest, for example in intuitive terms, what is considered

relevant and therefore has to be a part of ppest.

So, if informativity alone is not sufficient to capture the effect of be-gadol, what are

we missing? What do we need to add to the definition to account for the data?

4.2 Second version: adding resolution.

4.2.1 The proposal
In the previous section we concluded that informativity is not enough for defining the

kind of answerhood scales that be-gadol operates on. More specifically, we saw that
we need a relative notion of answerhood that we can use to measure and compare

different pieces of information. At this point we re-introduce the notion of resolution



(as found in Ginzburg (1995) and formulated in van Rooy (2003), reviewed in chapter

(3) above).

To remind the reader, Ginzburg suggests that in order to properly capture question-
answer relation we must use “resolution” which relativizes the answer to components
in the context, like the goals and the information state of the participants. Van Rooy
formalizes the notion of “resolution” using decision theory in a way which encodes
the goals and the level of certainty of an agent, and assigns values to different pieces

of information according to how helpful they are for choosing the most helpful action.

Such a theory, then, can help us solve the two problems noted above with the
informativity-based scale: It uses a scale which is relativized to elements in the

context, and it provides measurements of different pieces of information.

We will now use these ideas to capture the contribution of be-gadol. In particular, we

will take be-gadol to hedge along BOTH informativity and resolution/utility scales.

Intuitively, using resolution and informativity-based scales means that be-gadol p
indicates that p is neither the most complete/informative answer nor the most
helpful/useful answer to the QUD. Nonetheless, p is not "too far" from being the most

helpful answer.

This means that there is a better answer than p, which is both more informative and
more resolving than p. The better answer is also the maximally resolving (helpful) one

and p is "close" to it on the resolution scale.

More formally, the lexical entry we propose for be-gadol is found in (6). “dp” stands

for decision problem.



6. Be-gadol: /p. /W. $pest P / QUD DPpest / QUDDP(W)=T Dppes=T PPrest

Yp@ x [p Y pbest] Dlpoesta] = T DPpest >ap P DClose>p (Ppest, P)

In words, be-gadol combines with a proposition p and a world w and says that there is
another proposition, ppest such that both p and ppest are members of the QUD, p and
Ppest &re true in w, ppest asymmetrically entails p, ppest IS resolving and is a better answer
with regards to the decision problem than p is, and p is close to ppest With regards to
the decision problem. An intuitive implication of this definition is that whenever a
person uses be-gadol she indicates the attempt to resolve a decision problem. The

QUD arises as a part of a strategy to resolve the decision problem.

A central component of the definition in (6) is the requirement that ppest >qp p. When

is this requirement met?

In the discussion of van Rooy’s theory of resolution in chapter (3) we defined four
cases in which a proposition C is more helpful with respect to a decision problem than

a proposition D. We can represent this as C >g, D:
Strategy A- When C leaves the agent with less actions than D does: |Ca+| < |Da+|

We suggested to also use van Rooy’s maxa»aEU(a, C) and maxa~aEU(a, D) to say

that C is better than D, in the following way:

Strategy B- When maxaxaEU(a, C) > maxa aEU(a, D), which in intuitive terms
means that we take two pieces of information, C and D, and use them to find out
which action dominates all others, and compare between the EU of this action
given (C) and given (D). This strategy will cover the cases where the agent

doesn’t start off with a single action with the highest EU.



Strategy C- When |Ca «| = |Da+| = 1,l.e. both are resolving, but the utility value of
C is higher than the utility value of D. This means that when both C and D leave
us with one action, (an action with maximal EU), a proposition C is still better to
learn than proposition D if the utility value of C is higher than the utility value of
D (as defined in (31) above). In this strategy van Rooy measures the amount of
change each proposition makes to the expected utility (EU) of the action with the
maximal EU. The requirement for this strategy is that the agent has to have an
already resolved decision problem- as was explained in chapter 3. Formally,

UV(C)>UV(D).

Strategy D- Finally, when D asymmetrically entails C, but it is not more helpful
than C in any way, that is - in either of the strategies discussed above. In such a

case D is considered overinformative, so again C is considered better.

The first two strategies will be useful for comparing between p and ppest, While the last
two strategies will be crucial for defining an important constraint on ppest, Which has

to be more informative than p, but not overinformative.

We will now illustrate how this definition works in the four uses of be-gadol.

We will divide the reminder of the section into two subsections according to strategies
which correspond to the strategies we saw above for comparing p and ppest. In all the
USesS Prest IS better than p, but this can be realized in different ways corresponding to

the different strategies. This will be illustrated below.

We will start by looking at the strategy in which ppes leaves the agent with less actions

than p does (|Ca+| < |Dax).



4.2.2 First strategy - pvest leaves the agent with less actions than p
does

4.2.2.1 The “quantificational/significance” use
Let us start with the quantification/significance use. Consider the example discussed

above in (2) and repeated here in (7):

7. We had a party last night. Rina came to the party, and was there for an
hour. She danced for 35 minutes, sang for 15 minutes, spoke with the

barman for 5 minutes, sat down for another 5 minutes.

Ri 3 fxiend Miri wants to throw her a birthday party. She wants to have
two activities in the party the Rina will enjoy out of the following options:

{dancing and singing, singing and jumping, dancing and jumping}

To decide which activities to plan for the party she decides to ask what

Rina did at the party:
Miri has a few possible answers, not all of them are felicitous:
a. Be-gadol hi rakda
Be-gadol she danced
Be-gadol she danced
b. #Be-gadol hi dibra im ha-barmen
Be-gadol she spoke with the-barmen

#Be-gadol she spoke with the-barmen



c. ??Be-gadol hi rakda ve-Sara

Be-gadol she danced and-sang

??Be-gadol she danced and-sang

d. #Be-gadol, hi Sara

Be-gadol, she sang

#Be-gadol, she sang

According to the new definition, be-gadol combines with a proposition p and
indicates there is an answer to the QUD, ppest Which is resolving and which
asymmetrically entails p, and is more helpful than p, but still close to it with respect to

the decision problem.

For this example, be-gadol she danced seems the only felicitous answer (as uttered by

an agent who is aware of Miri’s goals).

In this case, prest S€EMS to be she danced and sang. It indeed asymmetrically entails p
since Rina danced and sang asymmetrically entails Rina danced, and is a better
answer to the QUD since it provides Miri with the resolving answer, i.e. it helps her
choose the best two actions she needs for planning the party. Given that Rina sang and
dance, the agent can deduce that Rina enjoys these activities. If so, then preparing a
party which includes dancing and singing will achieve Miri’s goals (Rina will enjoy

her party and be happy).

In contrast, p only provides Miri with one action. In this way p is not resolving, but it
nonetheless reduces the number of actions that the agent is left with, since she is left

with two options {dancing and singing, dancing and jumping}, which is not far from



the one option which would render the decision problem resolved, so the

proximity/closeness requirement is satisfied.

In addition, we can now explain why cases like (7.b) (Be-gadol she spoke with the-
barmen) are infelicitous. For this example ppest Can be thought of as she sang, danced,
spoke with the barman and sat down. p in this example is asymmetrically entailed by
Prest, and is lower than pyest ON the answerhood scale, but in this example our last
requirement is not satisfied- p is not close to ppest ON a resolution scale, because this
answer still leaves the agent with at least three options-{dancing and singing, singing
and jumping, dancing and jumping}, which is not close enough to the one action we

get for ppest, 1.€. the resolving answer. This results in infelicity.

Consider now (7.c), (be-gadol she sang and danced). If the speaker is indeed aware of
the decision problem described above, this answer is not very good. In this case ppest IS
she sang, danced and spoke with the barman and sat down. While it asymmetrically
entails p, it is not a more helpful answer than p, because p is already resolving — i.e. it
leaves the agent with two actions, which is just what she needs. Thus, the information
that Rina spoke with the barman is intuitively “irrelevant” for the decision problem,
i.e. it does not make ppest more helpful in any way. In other words, ppest here is

overinformative. We will discuss another case of overinformativity later on.

Again remember that once such information IS helpful, as with the detective scenario
described above, be-gadol she sang and danced is fine. For example, if Miri the
detective was sent by Rina’s family, because Rina used to be suicidal, and Rina’s
family wants to know if they should readmit her in the asylum, then when the
detective says be-gadol she sang and danced Rina’s family will know not to readmit,

since she was behaving quite normally. However, the full answer- she sang, danced,



spoke with the barman and went to the ladies Rina’s family is going to be even more
convinced of their decision not to readmit her since all she did in the party was behave

normally.

Finally, we need to explain why (7.d) (Be-gadol she sang) is infelicitous. This case is
more challenging because if we only look at the number actions we are left with we
should predict that this should be as felicitous as be-gadol she danced. This is because
both she danced and she sang are “not resolving” to the same extent: both leave us
with two potential pairs of actions: Learning she danced leaves us with
{dancing+singing, dancing +jumping} and learning she sang leaves us with {singing

+ dancing, singing+jumping}.

Nonetheless, it seems that she danced IS more helpful. Intuitively, since Rina spent
more time dancing it seems that she enjoyed it more, and therefore it is more likely

that for the party she will enjoy dancing more than she will enjoy singing.

More technically, we can think about the possible activities for the party as a
disjunction, so, learning she danced will lead Miri to plan {singing+dancing
vdancing+ jumping}. In contrast, learning she sang will lead her to plan
{singing+danci ng.Butcrscially,gincel Rina ppentmmmost of gef
time dancing, we can predict that the EU of the former to be higher than the EU of the
latter, since the probability of a world where she enjoys dancing more than she enjoys
singing, is higher than the probability of a world where she enjoys singing more than

she enjoys dancing.

The same holds for the “significance scenario” repeated here as (8):

8. “Significance” Scenari o:



Miri wants to organize a birthday party for Rina, with two activities e.g.
dancing and singing, dancing and jumping, singing and dancing. She knows
that Rina was with Sarah at a party yesterday, and asks Sarah what Rina did

at that party, in order to learn about her preferences.

Sarah remembers that Rina was at the party for 60 minutes. Rina danced for
20 minutes, sang for 20 minutes, spoke with the barman for 10 minutes and sat
down for 10 minutes. However, her dancing was by far the most significant
event. Rina usually sings and speaks with the barman in such parties, which
everybody does, but this was the first time Rina danced, and she did that in a

very lively manner and seemed to be very happy.
a. What did Rina do in the party yesterday?
b. Be-gadol hi rakda
Be-gadol she danced
Be-gadol she danced

Following this example it is possible to deduce that Rina enjoyed dancing more than
she enjoyed anything else she did since she did it in such a lively way, and hence the
answerer knows that she danced is a more helpful proposition than other propositions.
According to this, it is more likely that for the party she will enjoy dancing than

singing.

4.2.2.2 The “general” use

We can now also explain the ‘“not-enough-details” use. Consider the following

example:



9. Context: Miri, a manpower person interviewing is Rina. She has a list of

potential job offers:

a. Miri: What do you specialize in?

Rina:

b. Be-gadol ani ovedet al mekorot energya xalufiim

Be-gadol | work on sources energy alternatives

Be-gadol | deal with alternative energy sources

p= | deal with alternative energy sources

Prest= | deal with developing fuel from corn

For this example, we can again have in mind the following decision problem: Miri has
several job openings for Rina: {a biochemist, a physicist, a secretary}. When Rina
answers with p Miri is still left with {a biochemist, a physicist}. When Rina responds
with ppest the decision problem is resolved, since Miri has only one job available for
Rina- a biochemist. In this way, p is less informative than ppest (it is asymmetrically
entailed by it), it is less helpful than pyest, but it is still close to it (leaves the agent with

two actions instead of three, not too far from resolving the decision problem.)

Importantly, this also serves to illustrate an additional constraint on ppest - the
additional information in ppest has to be “relevant” to the decision problem. In other

words, Ppest Cannot be overinformative.

To remind the reader what is an overinformative answer —



if Ca» = Dax and D asymmetrically entails C, and in case both are resolving, either
UV(C) is not lower than UV(D), or maxsaEU(a, C) is not lower than maxa aEU(a,

D) - then D is considered overinformative.

In other words, D has additional information, but it is in no way relevant, i.e. it does

not make D more helpful relative to the decision problem in any way.

Turning now back to the semantics of be-gadol, why do we say that ppest cannot be
overinformative? To illustrate this, consider the scenario from above which is

repeated in (10) below for which we find three possible prejacents:

10. Miri, a manpower person interviewing is Rina. She has a list of potential

job offers:

Miri: What do you specialize in?

Rina:

a. | deal with developing fuel from a specific kind of corn grown in the
northern part of Israel which is grown by foreign workers
b. | deal with developing fuel from corn.

c. | deal with alternative energy sources

Assuming that the speaker does not do anything else (i.e. that be-gadol does not give
here the “quantificational” reading), and given the decision problem illustrated here,
the only prejacent we can attach to be-gadol is (10.c), as in be-gadol I deal with
alternative energy sources. It seems that the only candidate for ppest IS (10.b), as in |

deal with developing fuel from corn. It is both more informative, and more resolving



than p. Notice too that in the context of this decision problem neither (11.b) nor (11.a)

can (under normal circumstances) felicitously combine with be-gadol:

11.
a. #Be-gadol ani  ovedet al lefateax  delek  mi-tiras mi-zan
Be-gadol |  work on developing fuel from-corn from-kind
meyuxad she-gadel ba-xelek ha-cfoni shel Israel al yedei poalim
zarim

Special that-grown in-part northern of Israel by workers
foreign

#Be-gadol |1 work on making fuel out of a special kind of corn

grown in the northern part of Israel by foreign workers.

b. #Be-gadol ani ovedet al lefateax delek mi-tiras
Be-gadol |  work on developing fuel from-corn

#Be-gadol | work on making fuel out of corn

c. Be-gadol ani ovedet al mekorot energya xalufiim

Be-gadol | work on sources energy alternatives

Be-gadol | deal with alternative energy sources



In this case, ppest IS resolving since it resolves the decision problem. l.e. if Miri heard
(b) it would resolve the decision problem since Miri would know exactly which job to
give Rina, that of a biochemist. However, p is still close to ppest Since it leaves us with
two actions- either the physicist job, or the biochemist job. And so the three
conditions are again satisfied- ppest IS more resolving than p, is more informative than
p, but not overinformative, and p and pyest are still close. Notice this is similar to the

relative infelicity of (7.c) we saw above.

The felicity contrast in (11) shows that the prejacent of be-gadol, p, has to be both less
informative and less resolving than ppest, and that is that ppest. If, for example, one
would stipulate that p is indeed less informative than ppes, but that p is the most
resolving answer, we would have no way of accounting for the infelicity of (11.a).
More generally, in principle we can always add more information which is not
relevant to the decision problem, and would make ppest Overinformative, i.e., not more
helpful than p, but this wrongly predicts that be-gadol can be felicitous with any

proposition as long as it is resolving.

4.2.2.3 The “approximative” use - option one

We will now discuss the “approximative” use, which is another use of be-gadol which
also has examples where ppest IS better than p since ppest resolving and p is not. One

such example is below:

12The prime minister i's coming for
Rina’"s roommate Mir. i s the host
her to Rina's room, and what she

fit for the prime minister:

a. Miri: can | bring her to your room? It is tidy?

a S |

and

need:



b. Rina: be-gadol the room is tidy

p= the room is tidy (under a precision standard / granularity which is not that

high / fine*)®

Prest= the room is tidy (under a high precision standard / fine granularity)

except for the windows which have not been washed for a month.

Each proposition leaves the agent with actions to do out of a set of actions, for
example:{clean the windows and bring the PM in the room, clean the floors and bring
PM in the room, clbeamgwiPdMows,amrcd edon’tthe f

bring PM in }.

p, in this example, leaves the agent with two actions {clean the windows and bring the
PM in the room, clean the floors and bring PM in the room}. The listener will bring
the PM in the room, as both actions have bringing the PM in the room in common.
She also knows that the room is not completely clean, and she has to take some action
to bring it to the level of cleanness required for a PM. However, the agent does not
know which actions she should take to fix the situation. In contrast to p, ppest has to be
resolving, and indeed after learning ppest We are only left with {clean the windows and

bring the PM in the room}. Again, p has to be close to pyest, and it’s felicitous when it

2 At this point, we use the notion of interpretation under certain precision standards / granularities in a
very intuitive way, and leave the integration of a more precise use to further research (See e.g.
Sauerland & Stateva (2007), Zaroukian (2011), Toledo and Sassoon (2010) for precise
characterizations of these notions.)

% Further research is needed in order to clarify how p and pyest end up with these interpretation (cf.
Greenberg (2014) for discussion of ‘internal alternatives’” with certain focus sensitive operators, i.e.
alternatives which constitute different interpretational versions of p)



leaves the agent with two actions instead of four (which is not far from being

resolving- and leaving the agent with one action.)?®

As in all the other cases, a last requirement is for ppest to be more informative than p,
and in this example this is the case. ppest IS more informative than p since the room is
tidy (under a high precision standard) except for the windows which have not been
washed for a month asymmetrically entails the room is tidy (under a lower than high
precision standard). In other words, there can be other ways for a room to be tidy
under a lower precision standard- e.g. the shelves can be all messed up, or the floors

can have small stains on them).

So far we saw three uses of be-gadol, where ppest IS better than p because Ppest IS
resolving and p is not resolving. However, above we saw that there are other ways in
which ppest Can be better than p. We will now illustrate the rest of the examples with
be-gadol with one more such strategy. In this strategy if both pyest and p are resolving,
Prest Can still be better than p if the agent didn’t have a dominating action from the
beginning, and maxavaEU(a, prest) is higher than maxa«aEU(a, p). l.e. if the action
with the maximal EU you end up with after learning ppest has a higher EU than the
corresponding action you end up after learning p. We will use the other two strategies

for defining a constraint on Ppest.
4.2.3 Second strategy - comparison in terms of expected utility of
actions

4.2.3.1 The “change your question” use
Consider (13) below:

% |t seems that we still need to account for the fact that the intuition is that when we say the room is be-
gadol tidy then the room can’t be too far from being tidy. This is because the ‘closeness’ relation in our
definition relates to levels of resolution of answers, and not directly to closeness between degrees.
However, accounting for this intuition properly requires exploring the issue of granularities and
precision standards more closely, which is beyond the scope of this work.



13. Rina wants to get accepted to the department. She has to pass a test in
order to get accepted. Although Rina passed the te st , she didn’t
accepted to the department in the end since there were too many
candidates this year and she ended up on the waiting list. When Miri meets
Sarah, a mutual friend, she inquires about what happened with Rina. Miri

wants to know if, when meeting Rina, she should congratulate her, or not.
a. Miri: how are the results? How was the test?
Sarah:
a. Be-gadol hi avra et ha- mivxan
Be-gadol she passed the-test
Be-gadol she passed the test
p = she passed the test

Prest = She passed the test but there were too many candidates this year

so she didn’'t get accepted in the en

In this case we propose that ppes; IS better than p since the value of the action with the
highest EU given ppest IS higher than the EU of the corresponding action given p.
More technically, the value of (know ppest, Choose later) is higher than (know p,

choose later).
In the example before us, this is realized in the following way:

Both pypest and p are resolving, since each leaves the agent with one single action out of
thesetofactions{ congr at ul at e Ri na,. pedleavestiteageno ngr at ul

with { don’ t c ongr avile | pa leaves HRn with} {congratulate



Rina}.Intuitively, it seems that the way we achieve this effect of be-gadol here is the
following: Since the use of be-gadol indicates that p cannot be the best answer (there
has to be a better and stronger answer ppest), the question is what is stronger and better
than She passed the test? The only way in which the proposition can become weaker
than another proposition is to accommodate that it answers another broader question,
e.g. Did Rina get accepted to the department? Accommodating such a question and
the conclusion that the answer she passed is not the strongest claim, we can conclude
that there is a stronger claim which is more certain, namely, she passed the test but

she didn’t get accepted

With regards to the expected utility, we can say that the expected utility of not
congratulating Rina in a world where she didn’t get accepted (e.g. a world whose
probability is 1) is higher than the expected utility of congratulating her in a world
where she passed the test (so the probability of her getting accepted is e.g. 70%), but

not much higher.

This is also why one would not say in this context, e.g. be-gadol she paid the
registration fees. (However, there were too many candidates.) — as in chapter (2)

above.

In this case, p is she paid registration fees and ppest IS She paid registration fees but
there were too many candidates. Although paying the registration fees is a mandatory
stage in the acceptance process, and it raises the probability of her being accepted,
thus raising the EU of congratulating her, it is not high enough, since passing this
stage is in no way indicative of getting accepted, and everybody who applies has to do
it. In contrast, usually passing the test is indicative of getting accepted. Thus, the

probability of getting accepted given that you pay the registration fees is still quite



low, and clearly much lower than the probability that you get accepted given that you

pass the test.

An important point to notice is that in essence, what Miri really wants to is to decide
whether to congratulate Rina. Thus, what she wants to know is not just whether Rina
passed the test, but whether she got accepted, which is a superquestion of the explicit
question (using Roberts’ (1996) terminology) and in this context entails the question
did Rina pass the test? In other words, although the explicit question here is did she
pass the test?, this use of be-gadol indicates we are shifting to the superquestion did
she get accepted? (Notice that shifting to a “higher” question has already been used in

other cases, e.g. in the analysis of projective meaning (Roberts (2011)).

4.2.3.2 The “approximative” use - option two
Another case which can be thought of in this way is a different case of the

“approximative” use:

14 Rina and Miri are roommates. Mi ri’
their apartment. Since Rinashscar oom
bring her aunt into Rina’s room:

a. Miri: can | bring her to your room? It is tidy?

Rina:

b. Be-gadol ha-xeder mesudar

Be-gadol the-room tidy

Be-gadol the room is tidy

p= the room is tidy (under a lower than default precision standard)

S

au

S



Press= the room is tidy (under a high precision standard) except for the

windows which have not been washed for a month.

In addition to that, Miri knows that although her aunt is very pedantic, she doesn’t

mind dirty windows at all.

As before, each proposition leaves the agent with actions to do out of a set of actions,
but this time the set is different, given the information Miri has. For example, it seems

that for this example, much like in the “change your question” use, we can have a set

with two actions: {bring t he aunt in the room, don’

It seems that in this case, both p and ppest are resolving, since after hearing both Miri
will bring her aunt into Rina’s room. However, after hearing ppest Miri will be more

certain about bringing her aunt in Rina’s room.

Intuitively, after hearing p= the room is clean (under a lower precision standard), the
room can either have dirty windows which makes it only clean under a lower
precision standard, or it can also have stains on the floor to make the room only clean
under a lower precision standard. Given that Miri knows her aunt doesn’t mind dirty
windows, but hates stained floors, that is, the risk of asking her into Rina’s room after
hearing p is higher than it is after hearing ppest. In other words,Miri is more certain of
her chosen action after hearing ppest than she would be after hearing p- maxa~aEU(a,

Poest) 1S higher than maxa«~aEU(a, p).

4.2.4 Relations between the different strategies

t

br



Above we proposed that be-gadol p indicates that ppest IS resolving and is better than
p, and we discussed four strategies for ranking a proposition C better than D. These

four strategies are repeated here:

Strategy A- When C leaves the agent with less actions than D does: |[Ca+| < |Da+|

We suggested to also use van Rooy’s maxa»aEU(a, C) and maxa»aEU(a, D) to say

that C is better than D, in the following way:

Strategy B- When maxaaEU(a, C) > maxa aAEU(a, D), which in intuitive terms
means that we take two pieces of information, C and D, and use them to find out
which action dominates all others, and compare between the EU of this action
given (C) and given (D). This strategy will cover the cases where the agent

doesn’t start off with a single action with the highest EU.

Strategy C- When |Ca+| = |Da+| = 1,l.e. both are resolving, but the utility value of
C is higher than the utility value of D. This means that when both C and D leave
us with one action, (an action with maximal EU), a proposition C is still better to
learn than proposition D if the utility value of C is higher than the utility value of
D (as defined in (31) above). In this strategy van Rooy measures the amount of
change each proposition makes to the expected utility (EU) of the action with the
maximal EU. The requirement for this strategy is that the agent has to have an
already resolved decision problem- as was explained in chapter 3. Formally,

UV(C)>UV(D).

Strategy D- Finally, when D asymmetrically entails C, but it is not more helpful
than C in any way, that is - in either of the strategies discussed above. In such a

case D is considered overinformative, so again C is considered better.



Each of these strategies determines a scale along which one proposition can be better
than the other. We thus have four scales along which ppes; Can be better than p. What
is the relationship between these four scales, and these four strategies?

The relationship has to be one which allows us to a. determine which proposition is
better than another along a single scale, and b. make sure that p is still “close” to

Prest Which would require identifying numerical values on a single scale.

Let us start with considering the relation between two abstract answers to questions C
and D, which will allow us to look at all four strategies. Note that, as we mentioned
before, the first three strategies are used for distinguishing p and ppest, While the fourth
and last strategy will be used for clarifying a constraint on ppes;, and determining

whether it is the best answer or an overinformative one.

Assuming that C is resolving, we propose the following form:

a. Determine whether D is also resolving or not

a. If D is not resolving we will use the first strategy

b. If D is resolving we move on to strategies two and three

b. Choose one of the following two mutually exclusive strategies

a. If the speaker had an action with a maximal EU before learning D
and C- we will choose the third strategy and compare the UV of

both propositions.

b. If the speaker did not have an action with a maximal EU before

learning D and C- we will choose the second strategy and compare



the value of the action with the maximal utility value for each

proposition.

c. If neither the second strategy nor the third strategy make C better than D,
we choose the fourth strategy (i.e. choose the proposition which is entailed

by the other —i.e. which is less informative than the other).

This can be drawn in the following way:

(@)

(b) ()

(d)

With this we are done with accounting for the two first kinds of the data- the different
uses of be-gadol and the felicitous and infelicitous occurrences. This will also

conclude the development of the lexical entry for be-gadol.

We now move on to the last kind of data that remains from chapter two - the apparent

focus sensitivity of be-gadol.

4.3 The apparent focus sensitivity of be-gadol

The last subject we deal with in this chapter is the relation between focus and be-

gadol.



As we mentioned above, be-gadol seems focus sensitive. This means that the effect of
be-gadol in a sentence seems to differ as a function of focus placement in the

sentence. Consider for example (14) from chapter two, which is repeated as (15):

15.

a. Be-gadol, Rinarakda im [Dani];

Be-gadol, Rina danced with [Dani];

Be-gadol, Rina danced with [Dani];

b. Be-gadol, Rina [rakda]; im Dani

Be-gadol, Rina [danced]s with Dani

Be-gadol, Rina [danced]; with Dani

Sentence (15.a) can be true when Rina danced with a few people, but the person she

danced the most, or the most significant person she danced with was Dani.

Sentence (15.b) can true in one of three options:

1. Either Rina did a few actions with Dani, but the action she did for the longest
time (“quantificational” use)
2. Rina did a few actions with Dani but her dancing with him was the most
significant action (‘“‘significance” use)
3. Rina danced with Dani, and although her dancing wasn’t exactly perfect
dancing, it resembles dancing (“approximative” use)
Given these observations, one may wonder if we should integrate focus sensitivity
into the lexical entry of be-gadol, in a similar manner to what has been done for other

focus sensitive particles like only, also and even (see section (3.1.1) above). Given



such an approach the alternatives that be-gadol operates on are the focus alternatives

of p.

We suggest, however, that this is not needed: The apparent focus sensitivity of be-
gadol results from the fact that it is Question-sensitive, and from the well-studies

relationship between focus and questions, reviewed in chapter (3) above.

More specifically, as shown in section (2.2) above, it seems that each focus pattern is

an answer to a different question:

16.

a. Be-gadol Rina danced with [Dani]s - who did Rina dance with?

b. Be-gadol Rina [danced]s with Dani - what did Rina do with Dani?

We can also say that in each case we have a different ppest-

17.Be-gadol Rina rakda im [Dani];

Be-gadol, Rina danced with [Dani];

Be-gadol, Rina danced with [Dani];

Prest= Rina danced with Dani and Yossi

18. Be-gadol Rina [rakda]s im Dani

Be-gadol, Rina [danced]; with Dani

Be-gadol, Rina [danced]; with Dani

press—RiNa danced and sang with Dani



Thus, be-gadol is actually QUD-sensitive and focus only has an indirect effect by

determining the QUD.

4.4 Summary

To summarize, remember that our basic intuition was that be-gadol combines with a
proposition p and indicates that it is not the best answer to the question under
discussion. l.e. that there is another proposition, ppest, that, like p, is an answer to the
Question Under Discussion, and which is the best answer to the QUD, and that p is

lower than ppest ON a scale of answerhood, but still close to it.

We tried formulizing this using an informativity based account, but saw that it can
only account for some of the data, since exhaustivity is an absolute concept which
could not capture the fact that the felicity of sentences with be-gadol is sensitive to
contexts and speakers, and since it did not enable us to capture the “closeness”

relationship between p and ppest.

We then moved on to an account based on informativity and also on resolution/utility
as defined in Ginzburg (1995) and van Rooy (2003). These concepts gave us the
relative components we needed to measure and compare different pieces of
information, and tools to define better the type of scale be-gadol operates on. We used
van Rooy’s formulizations of Ginzburg’s intuition, in which an agent is faced with a
set of actions, and pieces of information are supposed to help the agent to choose the

best action among them.

We then applied the theories to the different uses of be-gadol and used van Rooy’s
formulization to define what a “better answer” to the QUD is. Van Rooy defines three

ways in which one piece of information (C) can better than another piece of



information (D). We suggested to also use one of van Rooy’s earlier formulas, (i.e.
compare pieces of information also in case the agent didn’t start off with a dominating
action), bringing the ways in which C is better than D up to four. We used two of
these strategies to account for cases where ppest 1S better than p, and two of them to
define a constraint on pyest. It Seems that the tools that we now have are more adequate

for understanding the operation denoted by be-gadol.

We will now move to a more general summary and a discussion of some of the

questions that remain open and require further research.



5 Summary and directions for further research

So far we have seen the proposal and application for the lexical entry of be-gadol. In
this chapter we will summarize and discuss open questions and directions to further
research. We will start with the first part of this chapter- a summary of what we did in

the thesis.

5.1 Summary

When we began looking at be-gadol we saw that we have several challenges. For one,
be-gadol has a variety of uses, it is very flexible and it is rarely infelicitous. It also
seemed like its felicity depends on the context, for example on the role and goals of
the participants in the discourse. In addition to that, it seemed that be-gadol is focus
sensitive. Finally, the contribution of be-gadol could not be reduced to that of a
quantificational expression like for the most part or an approxiamtor like more or less.
From examining the data we could say that intuitively, be-gadol is a hedger over an
answerhood scale: it seems to combine with an answer to a question, and indicate that
this answer is not the best answer to this question, but it is not too far from it either on
some kind of answerhood scale. This intuition raised several more challenges - how
does one measure the “goodness” of an answer and how to best define “answerhood
scale”? Which terms do we need to capture the “closeness” relation between the
answer be-gadol combines with and the “best” answer? How can we use this intuition
to account for the different uses of be-gadol? How can the concepts of “goodness” of
answer and “closeness” relation help us account for the few cases in which be-gadol
IS not good? And last but not least - what explains what seems to be the focus

sensitivity of be-gadol?



To try answering these questions and defining the terms needed for the lexical entry
of be-gadol we reviewed a few central theories that dealt with focus and questions
from different angles. The theories we saw can be divided into two groups- the first
group includes Rooth (1985, 1992) and Roberts (1996), and the second group includes

Ginzburg (1995) and van Rooy (2003).

The first family of theories gave us the basic framework we worked with and useful
concepts for putting out intuition in more precise terms. For example, as we said, the
basic intuition was that be-gadol is a kind of a hedger over an answerhoood scale. As
Roberts described discourse as moving forward by questions and answers, we could
start thinking about the prejacent of be-gadol as being an answer to a question, even
when there was no explicit question in the context. Following this, be-gadol could be
thought of as denoting a relation between this answer and other alternative answers to
the QUD. The second theory which was a part of our general framework was Rooth’s
theory of alternative semantics and previous work in sensitive operators like only and
even. We used these to understand what seemed like focus sensitivity found with be-
gadol. As we said above, these two theories gave us the general framework and the
basic concepts we needed to start defining the lexical entry for be-gadol. In addition,
Roberts also gave us the notion of complete and partial answers to the QUD, as a way
to measure question-answer relation (in terms of informativity). This tool was used to

start defining the answerhood scale that be-gadol operates on.

The second family of theories in which we have Ginzburg (1995) and van Rooy
(2003) gave us better and more precise tools and strategies to formulize the scale of

answerhood that be-gadol operates on. And so we looked at Ginzburg (1995), who



claims, contra to other opinions, that the relation between questions and their answer
is better captured by resolution, which is a relative notion, rather than by
informativity, which is an absolute notion. The formulization we used for this notion
is from van Rooy (2003), who models “resolution” in term of decision problems. Van
Rooy framework gave us four strategies in which one proposition can be better than

another- and we used these strategies to account for most of the data - in chapter four.

In the analysis chapter, chapter four, we tried to construct our suggestion for the
lexical entry of be-gadol, applying the tools we took from each theory. We wanted to
account for the three types of data we discussed- the different uses of be-gadol, the
felicitous and infelicitous occurrences (which are affected by context) and the focus
sensitivity. To account for these we first attempted to only use an informativity based
scale, and saw that although it was important to the definition of be-gadol it could
only capture some of the uses, but it wasn’t enough for others. In particular, we saw
that to account for the hedging effects of be-gadol we must find a relative concept
(different from the absolute concept of informativity). We then added in the resolution
component as formulized in van Rooy, and managed to capture the rest of the uses we
specified. Both scales (the informativity scale and the resolution scale) were important
for understanding the operation denoted by be-gadol, and the why it’s infelicitous

when it is.

To be more precise, recall that the basic intuition was that be-gadol combines with a
proposition p, and says that there is another proposition ppest, both p and ppest are
answers to the QUD, ppest asymmetrically entails p (i.e. is more informative than it)
and is a better, a more helpful answer to it in terms of decision problem and p is close

to prest iN terms of resolution.



More formally, using the notions of resolution/utility as found in Ginzburg and van

Rooy, the lexical entry for be-gadol is as following:

1. /p. /W, Hpest, S.t. P, Poest / QUDIPW)=T DPres=T DPrest Y P2 X [p
ypbeSt] glpbest A*l =1 gpbest > decision problem p @C|03e>decision problem (pbestA*,

Pa*)

In words, be-gadol combines with a proposition p and a world w and says that p is
true in this world, and that there is a ppest Such that both p and ppest are members of the
QUD, p and ppest are true, ppest asymmetrically entails p, prest is resolving and is a better
answer with regards to the decision problem than p is, and p is close t0 ppest With

regards to the decision problem.

In addition to that we went over the two ways in which pyest is better than p (1+2).
We also saw that we can use the other two strategies van Rooy defines to specify a

constraint on ppest (3+4):
1. When C leaves the agent with less actions than D does: [Ca x| < |Da |

2. When maxa aEU(a, C) > maxaaEU(a, D), which in intuitive terms means
that we take the first time an agent hears a piece of information, and uses is to
find out which action dominates all others, and compare between the EU of
this action given (C) and given (D). This strategy will cover the cases where

the agent doesn’t start off with a single action with the highest EU.

3. When |Ca +| = |Da +| = 1. i.e both are resolving, but the utility value of C is
higher than the utility value of D, i.e. when both C and D leave us with one
action, (an action with maximal EU) a proposition C is still better to learn than

proposition D if the utility value of C is higher than the utility value of D (as



defined in (1) above). In this strategy van Rooy measures the amount of
change each proposition makes to the expected utility (EU) of the action with
the maximal EU. The requirement for this strategy is that the agent has to have
an already resolved decision problem- as was explained in chapter (3) above.

Formally, UV(C) > UV(D).

4. Finally, when D asymmetrically entails C, but it is not more helpful than it in
any way, i.e. not in either of the strategies discussed above. In such a case D is

considered overinformative, so again C is considered better.

We used the above lexical entry, and these four strategies to account for both the
felicitous and the infelicitous occurrences of be-gadol, to show that ppest is both more
informative and more resolving than p (using the first two strategies), and that be-
gadol indeed hedges along both the informativity and the resolution scales. We also

showed, using the last two strategies, that pes: cannot be overinformative.

The last kind of data we dealt with was focus sensitivity. We raised the idea that since
be-gadol behaves like a focus sensitive particle, it might be the case that we need to
insert focus into the lexical entry of be-gadol. However, as we showed, we claim that
be-gadol is question sensitive rather than focus sensitive, and that the apparent focus
sensitivity is due to the interaction between this QUD sensitivity and the independent

relation between questions and focus.

More generally, we would like to note that be-gadol seems to be a particle that
lexicalizes the so far theoretical notions of question sensitivity, the relation between

focus and questions, and notions such as resolution and informativity.



We will now move to the second part of this chapter- the questions that remain open

for further research.

5.2 Open questions

We have proposed a lexical entry for be-gadol which seems to capture the data
presented in this thesis. However, many issues still remain to be explored. We will

now take a look at the more central questions and at a few more additional directions.

5.2.1 IS ppest always better than p? Is “resolution” always in terms of

actions?

The analysis suggested in this thesis follows van Rooy (2003) and takes
“resolvedness” to be in terms of “actions”. However, there seem to be cases where the
hedging done by be-gadol does not necessarily involve choosing between actions, but
rather it seems to indicate something about pure gathering of information. Following
that, it seems that sometimes we can use be-gadol although ppest is not more helpful in

terms of a specific decision problem, but only because it is more informative.
For example, consider (2)

2. Miri is asking Sarah whether their friend Rina passed the test for the
department, and actually intends to find out whether she was accepted to
the department. Mi r i doesn’t have a sj

to add this piece of information to her knowledge about the world.
In such a scenario Sarah can still felicitously answer with

a. be-gadol she passed the test.



However, as we saw above we saw cases where be-gadol p is not good when ppest IS

just more informative. Consider again the following example:

3. We had a party last night. Rina came to the party, and was there for an
hour. She danced for 35 minutes, sang for 15 minutes, spoke with the

barman for 5 minutes, sat down for another 5 minutes.

Rina’s friend Miarbirthday partyt She wants to haker ow h e
two activities in the party the Rina will enjoy out of the following options:

{dancing and singing, singing and jumping, dancing and jumping}

To decide which activities to plan for the party she decides to ask what

Rina did at the party:
a. ??Be-gadol hi rakda ve-Sara
Be-gadol she danced and-sang
??Be-gadol she danced and-sang

(3.a) is not good in this scenario, although there is a more informative answer she
danced, sang, spoke with the barman and sat down. Intuitively, it seems that unlike in

(2.a), the additional information in pyest is for some reason “irrelevant”.
It seems then that we now need to do two things:

1. Account for the fact that (2.a) is good,

2. Find a way to capture the difference between (2.a) and (3.a).

A possible direction is to consider that we have a general default action of “gather

knowledge about the world” (or, in Roberts’ (1996) terms: finding out what the actual



world looks like). We can then propose that when the agent does have a specific
decision problem in mind- this takes precedence over the general action of “gathering
information”. However, we will still need to define what it means to be a “relevant”
piece of information- otherwise this sort of suggestion will be too general and

irrefutable.

5.2.2 Why would people use be-gadol?
It seems that when people participate in a discourse, everybody wants to be helpful.

However, if the participants want to be helpful, why would anyone use be-gadol
when, at least according to our definition, the prejacent is defined as not being

maximally helpful?

For example, if Sarah knows that Miri wants to arrange a party for Rina, and is
looking for two activities for the party, when Miri asks what Rina did at the party,

why doesn’t Sarah give ppest iNStead of p? l.e., if Sarah knows Rina sang and danced

and that these are activities Rina enjoys, why shouldn’t Sarah justsay® Ri na s ang

d a n cies@ad of saying“be-gad ol sh? danced”

One way to think about this problem is that participants use be-gadol due to time
constraints. For example, Sarah will use be-gadol if she doesn’t have time to give Ppest
(maybe it would require too much explaining). Another way to think about the reason
people use be-gadol is to signify to the participants that although p is resolving an
immediate decision problem, this decision problem is part of another, larger, decision
problem, for which p is not resolving and only ppest IS resolving. Both these directions
need further examination. In general, we need to check how to characterize the

specific contexts where people use be-gadol and account for why they do it.

and



5.2.3 A more precise characterization of the “approximative” use

One of the uses we looked at was the approximative reading as in (4):

4. The prime minister is coming forasur pri se Vvi sit i n
Rina’s roommate Mir.i i's the host
Rina’s r oom.

Miri: can | bring her to your room? It is tidy?

Rina:

a. Be-gadol ha-xeder mesudar

Be-gadol the-room tidy

Be-gadol the room is tidy

It seems that for this use we get the feeling that the room can’t be too far from tidy.
However, this is not captured by our definition, as we define “closeness” between p
and prest in terms of resolution - i.e., only in terms of how helpful an answer is. This
can’t directly account for the “closeness” that we feel is required in terms of precision
standards, or granularities. To explain this sort of data we will need to look more

closely into this issue.

Another related issue has to do with a comparison to other approximators. It seems
that approximators like more or less and almost share some features with be-gadol.
For example, being better with some adjectives than others, being Positive Polarity
Items (PPIs), and having both a ”polar” component and a proximity one. To illustrate,
consider the following example, where all three approximators are less good in (5)

than they are in (6):

5. Mi r i : How’' s the room?

Ri na

and



Rina:

a. ?? Be-gadol ha-xeder mevulgan

Be-gadol the-room messy

?7? Be-gadol the room is messy

b. ??Itis more or less messy

c. ??Itis almost messy

Kennedy and McNally (2005), McNally (2011), Toledo and Sassoon (2010) claim

that adjectives can be divided into sub-groups according to two properties:

1. The type of scale they are associated with (totally open (tall, wide), L

(owner) closed (messy, dirty), U (paper) closed (tidy, clean), totally closed

(full, empty)).

2. The standard according to which we evaluate the truth value of a sentence
with them in the positive form (i.e. when can we consider John is tall / the

glass is full etc. true).

It seems that be-gadol; almost and more or less combine better with adjectives that

are "upper closed":

6. Mi r i : How’'s the room?

Rina:

a. Be-gadol ha-xeder mesudar

Be-gadol the-room tidy

Be-gadol the room is tidy



b. Itis more or less tidy

c. Itisalmost tidy

In addition to that, we can see that all three approximators are less good in negative
sentences, as in the next example:
1.
a. #Ha-xeder lo be-gadol mesudar
The-room not be-gadol tidy
#t he r oogadoltidyn’ t be
b. #The room is not more or less tidy

c. ??The room is not almost tidy

A final common feature for the three approximators is that they all share having what
seems like a proximity component, and a polar one?’.

Regarding is-gadol- according to our definition, the prejacent of be-gadol is NOT the
best answer to the QUD, as it is less helpful than the best answer given the decision
problem.

The fact that similar observations have been made about other approximators could
indicate that there is some operation that may be shared by the class of approximators.
How does defining be-gadol in the terms we used here help us find the underling
operation that shared by approximators in general? In addition, the status of these
components remains to be defined. Could this “polar/negative” part of the intuition be

a scalar implicature, or do we have to define it as a part of the lexical entry?

2T As in Sevi (1998), Amaral and del Prete (2010), Greenberg and Ronen (2012), and Spector
(forthcoming).



5.2.4 Additional readings

Be-gadol seems to have two more reading that we didn’t attempt to capture in our
analysis.

Reduced commitment®®

Sometimes be-gadol can be used in contexts like (8):

8. Rinais having a party tomorrow. She wants to know if Miri will come.

a. Rina: are you coming to the party tomorrow?

b. Miri:

Be-gadol ken

Be-gadol yes

Be-gadol yes

In this use, Miri intends to say that she is planning to come, and will make an effort
to, but it might be the case that she won’t make it. In this case, p seems to be yes (I am
coming to the party), and ppest can be, e.g. yes (I am coming to the party), unless my
car doesn’ t gaeage. Ithsatitl unclebr how our defimiion can account

for such cases, and in particular, how ppest is more helpful than p.

Humility

Consider the following scenario (9)
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9. Rinais a CEO of a hi-tech company, who is at a hotel with her family. A
friend from the past, Miri, approaches her and inquires about her, and
how she’s doing. Miri tells Ri

what she does for living.

a. Rina answers:

Be-gadol, ani ovedet be chevrat haytek

Be-gadol, | work at company hi-tec

Be-gadol, I work at a hi-tec company

With this Rina avoids giving a full answer which might embarrass Miri because of the
difference in their social classes. Even if we assume p=I work at a hi-tec company,
prest=1 am the CEO of a hi-tec company it is not clear how these are captured by the

lexical entry we suggested for be-gadol

5.2.5 Additional directions

9 Status of the different components
In our lexical entry for be-gadol we specified a few components. However, we still
need to check which is asserted and which is presupposed. A possible direction to

follow is found in (Simons et al. (2010)).

1 Be-gadol in light of Beaver and Clark’s (2008) model of focus sensitivity

Beaver and Clark (2008) suggest a model where operators are distinguished on the
basis of their degree of association with focus (conventionalized, free, or “quasi”).
Since we defined be-gadol as a QUD sensitive operators, and Beaver and Clark take

focus to be closely connected to the QUD, we would that predict that be-gadol will be

na

she



“conventionally” associated with focus (similarly to only). This still remains to be

checked.

9 Syntactic position
For this thesis we assumed be-gadol is a sentential operator. However, it seems that
be-gadol can move freely around in the sentence, as can be seen in (10.a), (10.b) and

(10.c).

10.
a. Be-gadol, Rina rakda
Be-gadol, Rina danced

Be-gadol, Rina danced

b. Rina be-gadol rakda
Rina be-gadol danced

Rina be-gadol danced

c. Rina rakda, be-gadol
Rina danced, be-gadol

Rina danced, be-gadol

In the future we should examine the “sentential operator” hypothesis and try to
examine a direction of a compositional analysis for be-gadol. In addition we should
examine whether different syntactic positions of be-gadol lead to different semantic

effects.
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